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A partial linearized path integral approach is used to calculate the condensed phase electron trans-
fer (ET) rate by directly evaluating the flux-flux/flux-side quantum time correlation functions. We
demonstrate for a simple ET model that this approach can reliably capture the transition between
non-adiabatic and adiabatic regimes as the electronic coupling is varied, while other commonly used
semi-classical methods are less accurate over the broad range of electronic couplings considered.
Further, we show that the approach reliably recovers the Marcus turnover as a function of thermody-
namic driving force, giving highly accurate rates over four orders of magnitude from the normal to
the inverted regimes. We also demonstrate that the approach yields accurate rate estimates over five
orders of magnitude of inverse temperature. Finally, the approach outlined here accurately captures
the electronic coherence in the flux-flux correlation function that is responsible for the decreased rate
in the inverted regime. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4826163]

Electron transfer (ET) reactions are essential in chemical
and biological process. For a system with classical nuclei, the
non-adiabatic Marcus ET theory gives the thermal rate con-
stant as1, 2

kMT = �2

¯

√
βπ

λ
exp

[
−β

(ε − λ)2

4λ

]
(1)

with ε the free energy difference between donor and accep-
tor states, λ the solvent reorganization energy, � the non-
adiabatic electronic coupling, β = 1/kBT and the activation
free energy is G‡ = (ε − λ)2/4λ. Despite its predictive suc-
cess, trajectory based methods that incorporate a quantum
electronic description and semi-classical treatment of solvent
fluctuations are desirable for explicit simulation of ET in com-
plex systems.3–5

Methods for simulating condensed phase non-adiabatic
processes include Ehrenfest or semi-classical approaches
based on the initial value representation (SC-IVR).6, 7 In
particular, linearized approximations (LSC-IVR)8–11 pro-
vide trajectory-based computation of thermal reaction rates.
Ehrenfest methods encounter problems in the electronically
adiabatic regime,12 while LSC-IVR methods8 are less reliable
in the non-adiabatic limit.10, 11

Imaginary-time path-integral methods, such as semi-
classical instanton theory (SCI)13–15 and ring polymer molec-
ular dynamics (RPMD)16, 17 include nuclear tunneling ef-
fects. These can accurately treat the ET rate in the normal
regime,14, 18, 19 but fail in the Marcus inverted region due to
breakdown of SCI theory as applied to deep tunneling be-
tween asymmetric wells.18 Nevertheless, developments in the
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methodology and analysis of RPMD show promise in ad-
dressing this issue.20–23

Trajectory surface hopping (SH) techniques have also
been explored in the context of ET rate constant calculations.4

Recent studies have demonstrated the success of the SH
method for calculating the ET rate in various parame-
ter regimes.12, 24 However, these studies show implemen-
tation dependence12, 24 related to treatment of electronic
decoherence,24 or ambiguous choice of estimator for state
populations.12

Recently, two of us presented a partial linearized semi-
classical approach to propagate the density matrix (PLDM).25

Rather than linearizing the dynamics of all degrees of free-
dom (DOF) as with LSC-IVR, PLDM only linearizes in
the nuclear DOF, explicitly keeping forward and backward
paths of the electronic DOF. This method can be viewed
as a partial forward-backward (FB) path integral approach.7

An important feature of PLDM dynamics observed numer-
ically in model problems25, 26 is that it not only accurately
captures the short time coherent behavior, but also relaxes
to a reliable description of thermal equilibrium in the quan-
tum subsystem state populations. In fact, it has been recently
demonstrated27 that iterative implementation of PLDM26 is
equivalent to the full solution of the mixed quantum-classical
Liouville (MQCL) equation,28 which is exact for spin-boson
problems29 and in general the stationary solution of the
MQCL equation agrees to O(¯) with the exact quantum equi-
librium density.30 This is important as reliable results for
transport properties are sensitive to accurate relaxation to
thermal equilibrium. Neither LSC-IVR nor Ehrenfest dynam-
ics recover thermal equilibrium state populations at long time
due to their approximate mean field treatment, though sur-
face hopping methods seem to describe thermalization ac-
curately in model studies.31 These features of the PLDM
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approach suggest that it may provide better ET rates than
other trajectory based methods in various regimes. We explore
this proposal in the current communication.

The exact expressions for the thermal rate constant,
equivalently written as the integral of the flux-flux correlation
function, Cff(t), or the long-time limit of the flux-side correla-
tion function, Cfs(t) are32–35

k = Q−1
r

∫ ∞

0
Re[Cff(t)]dt = Q−1

r lim
t→∞ Re[Cfs(t)], (2)

where Cfs(t) = Tr[ρ̂F̂ eiĤ t/¯ĥe−iĤ t/¯] and Cff(t)
= Tr[ρ̂F̂ eiĤ t/¯F̂ e−iĤ t/¯]. Here ρ̂ = e−βĤ , Ĥ is the to-
tal hamiltonian operator and Qr = Tr[ρ̂ĥ], is the reactant
partition function. The side operator, ĥ, represents the divid-
ing surface that distinguishes between reactant and product
regions, and F̂ = i/¯[Ĥ , ĥ] is the flux operator.

The real-time correlation function of operators Â and B̂

with discrete electronic states and continuous environmental
variables is

CAB(t) = 〈ÂB̂(t)〉 = Tr[ρ̂Âe
i
¯
Ĥ t B̂e− i

¯
Ĥ t ]

=
∑

n0nt ,n
′
0n

′
t

∫
dR0dRNdR′

0dR′
N 〈R0n0|ρ̂Â|R′

0n
′
0〉

×〈R′
0n

′
0|e

i
¯
Ĥ t |R′

Nn′
t 〉Bn′

t nt
〈RNnt |e− i

¯
Ĥ t |R0n0〉,

(3)

where Bn′
t nt

= 〈n′
tR

′
N |B̂|ntRN 〉. We replace the evolution of

the discrete electronic subsystem exactly by the continu-
ous dynamics of a system of fictitious mapping harmonic
oscillators,37 thus putting the description of the evolution
of the nuclear and electronic DOF on the same footing.
The quantum state operators map to the continuous vari-
ables of the harmonic oscillators as: |β〉〈α| → â

†
β âα , where

âα = 1√
2¯

(q̂α − ip̂α). We transform the forward and back-

ward nuclear DOF, R and R′, to the mean R̄ = (R + R′)/2
and difference Z = R − R′ variables, and linearize the
combined forward-backward propagator in Z.8, 11, 38 Keep-
ing all orders in the electronic DOF, we express them using
mapping variables in the coherent state representation,25, 38

giving
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∑
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(4)

This result gives a generalized method to computing thermal
time correlation functions. Here, G0 = e− 1

2

∑
β (q2

β0+p2
β0)

and G′
0 = e

− 1
2

∑
β′ (q ′2

β′0+p′2
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) are the electronic

transition amplitudes. The partial Wigner transform

(ρ̂Â)
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′
0

W = ∫
dZ0〈R̄0 + Z0

2 n0|ρ̂Â|R̄0 − Z0
2 n′

0〉e− i
¯
P̄1Z0 pro-

vides trajectory initial conditions39 and [B̂
n′

t ,nt

W ]∗(R̄N , P̄N )
= ∫

dZN 〈R̄N − ZN

2 n′
t |B̂|R̄N + ZN

2 nt 〉e i
¯
P̄NZN . The PLDM

equations of motion are25

q̇nt
= ∂hcl

m(R̄t )/∂pnt
; ṗnt

= −∂hcl
m(R̄t )/∂qnt

,

(5)

Fk = −1

2
∇R̄k

[
hcl

m(R̄k, pk, qk) + hcl
m(R̄k, p

′
k, q

′
k)

]
,

where hcl
m(R,p, q) = 1

2

∑
α hαα(R)

(
p2

α + q2
α

) + 1
2

∑
γ 
=α

×hγα(R)
(
pγ pα + qγ qα

)
.25, 38 These PLDM equations

can be put into hamiltonian form by canonical trans-
formation, defining the tilde variables by dividing all
mapping DOF by

√
2 giving Htot (P̄ , R̄, p̃, q̃, p̃′, q̃ ′)

= P̄ 2/2M + hcl
m(R̄, p̃, q̃) + hcl

m(R̄, p̃′, q̃ ′).27

Our model ET hamiltonian has the form

Ĥ = 1

2
εσz + �σx + P 2

2
+ 2Q2

2
+ CsQσz + Ĥs−b, (6)

where Ĥs−b = ∑
i

1
2 [p2

i + ω2
i

(
qi + ciQ/ω2

i

)2
], σ z = |1〉〈1|

− |2〉〈2|, σ x = |1〉〈2| + |2〉〈1|, and |1〉 and |2〉 specify elec-
tron donor and acceptor state, respectively. A collective sol-
vent coordinate Q with frequency  is linearly coupled to the
electronic subsystem with strength Cs =

√
λ2/2.24 The Q

coordinate is also linearly coupled to a set of dissipative bath
DOF, with coupling strengths ci, determined from the spectral
density j (ω) = π

2

∑
i (c2

i /ωi)δ(ω − ωi) = ηω exp−ω/ωc ; here,
η is the solvent friction parameter and ωc is the ohmic bath
cutoff frequency.40, 41 The model parameters (in atomic units)
for all calculations are as used in Ref. 24, with  = 3.5
× 10−4, λ = 2.39 × 10−2, η = 1.49 × 10−5,42 ωc = , kBT
= 9.5 × 10−4, and � = 5 × 10−5.

For the ET model considered, we employ a convenient
and widely used dividing surface8, 18, 43 such that ĥ = |2〉〈2|,
so F̂ = i�/¯[|1〉〈2| − |2〉〈1|]. Initial conditions from the
Wigner transformed thermal flux operator (e−βĤ F̂ )W could
be sampled exactly44 or using the approximate expression8

(e−βĤ F̂ )W ≈ (e−βĤb )W (F̂ )W . However, formulation of the
rate constant in this way leads to significant increase in the
oscillations of Cff(t) with increasing driving force and results
in considerable numerical difficulty converging the rates in
the inverted regime.45 An alternative perturbative expansion46

of e−βĤ gives numerically favorable evaluation of the rate in
both normal and inverted regimes. Here the thermal flux op-
erator used is10, 11 (e−βĤ11 )W (F̂ )W , and we sample initial col-
lective DOF from (e−βĤ11 )W = tanh( β

2 ) exp[− tanh(β/2)


(P̄ 2

+ 2(Q̄ + Cs

2 )2)].12 The supplementary materials45 detail nu-
merical convergence.

Figure 1 compares various approximate trajectory-based
methods for computing the ET rate constant in the symmet-
ric case (ε = 0). The electronic coupling, �, is varied over
many orders of magnitude and demonstrates that the rate cal-
culated from the approximate PLDM result in Eq. (4) accu-
rately recovers the crossover from the non-adiabatic regime
at weak electronic coupling to the adiabatic regime for strong
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FIG. 1. PLDM computed ET rate (blue points) as a function of β�, for
ε = 0 (see text for other parameters). The non-adiabatic rate (green) is ob-
tained from Eq. (1). The adiabatic rate (red) is kad = (/2π ) exp[−βG

‡
ad],

where  is the frequency of the reactant well, and G
‡
ad is the energy difference

between the minimum and the barrier of the ground adiabatic state.2 Rates
obtained using Ehrenfest (magenta circles); surface hopping (cyan boxes);
and LSC-IVR (black crosses, with worst error bars) are compared.

coupling.45 The results of other methods displayed are less
accurate across this broad range of coupling. The LSC-IVR
approach,8 while providing accurate results in the strong cou-
pling adiabatic limit, deviates significantly from the analytic
result in the non-adiabatic regime giving rates that are nearly
an order of magnitude too large.10, 11 On the other hand,
Ehrenfest and SH dynamics (as implemented in Ref. 12),
which generally perform better in the non-adiabatic limit, de-
viate significantly, in different ways, from the adiabatic rate
expression in the strong electronic coupling regime. The ET
rates calculated using the state resolved instanton approach,14

the imaginary-time flux-flux correlation function method,36

and RPMD19 also accurately capture the transition between
the adiabatic and non-adiabatic limits for symmetric electron
transfer despite the break down in the inverted regime for this
class of methods mentioned above.18 As a stringent test, we
next explore the PLDM rate constant as a function of driving
force.

Figure 2(a) compares the PLDM rate45 with kMT from
Eq. (1). Under ambient conditions, kMT yields the golden rule
rate. The PLDM approach quantitatively captures the Mar-
cus turn over across the entire range of driving force, giving
predictive capability over at least four orders of magnitude.
Figure 2(b) shows that PLDM calculations recover the in-
verse temperature dependence of the ET rate over five orders
of magnitude and across a wide range of driving force in the
inverted region. Marcus theory, which assumes classical nu-
clei, starts to deviate from the quantum golden rule rate8, 11, 33

at low temperature, but the PLDM results agree closely with
the golden rule rate due to the explicit inclusion of zero point
energy through sampling the initial Wigner distribution. As
noted earlier, if PLDM is implemented iteratively the ap-
proach is equivalent to the full solution of the mixed quantum
classical Liouville equation.27 Without iteration the classical-
like nuclear dynamics cannot in general guarantee mainte-
nance of the correct distribution of zero-point energy in the
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FIG. 2. (a) Rate calculated from PLDM flux-side correlation function (green
dots) compare to kMT (solid red curve) as a function of ε at T = 300 K for: (I)
ε = 0; (II) 0.25λ; (III) 0.5λ; (IV) 0.75λ; (V) λ; (VI) 1.25λ; (VII) 1.5λ; (VIII)
1.75λ; and (IX) 2λ. Cases I–IV – normal regime, case V – activationless, and
case VI–IX – inverted regime. (b) PLDM computed ET rates (open circles)
as a function of inverse temperature β for various inverted regime ε. Dashed
curves from Eq. (1) and solid curves are golden rule rates.8, 11, 33

system (the zero-point energy flow problem47, 48). However,
since the ET rate constant is determined by short time dy-
namics, the initial Wigner distribution can maintain a reliable
distribution of zero-point energy for long enough to give ac-
curate rate constant estimates.

Figure 3(a) presents results for Cfs(t) in the inverted
regime using PLDM propagation with initial conditions sam-
pled from (e−βĤ11 )W (F̂ )W . Rate estimates are obtained from
the plateau values achieved very rapidly after recrossing dy-
namics. Figure 3(b) shows excellent agreement between the
PLDM flux-flux correlation function computed under these
conditions and the analytical golden rule expression.45 For
comparison with alternative approximate initial condition cal-
culations, (e−βĤb )W (F̂ )W , see the supplementary material.45

Finally, we note that the PLDM approach25 is successful
because it accurately accounts for electronic interference ef-
fects. Our findings also suggest that the approach is reliable
even without short time iteration since the ET rates are deter-
mined by short time relaxation and recrossing dynamics.45



151103-4 Huo, Miller III, and Coker J. Chem. Phys. 139, 151103 (2013)

-2

0

2

4

6

8

 10

0  200  400  600  800  1000

C
fs

(t
) 

(1
E

-7
 a

.u
.)

t (a.u.)

(a)

-1

-0.5

0

 0.5

1

0  200  400  600  800  1000

C
ff(

t)
/C

ff(
0)

t (a.u.)

(b) V
VI
VII
VIII
IX
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