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ABSTRACT
We present the rigorous theoretical framework of the generalized spin mapping representation for non-adiabatic dynamics. Our work
is based upon a new mapping formalism recently introduced by Runeson and Richardson [J. Chem. Phys. 152, 084110 (2020)], which
uses the generators of the su(N) Lie algebra to represent N discrete electronic states, thus preserving the size of the original Hilbert
space. Following this interesting idea, the Stratonovich–Weyl transform is used to map an operator in the Hilbert space to a contin-
uous function on the SU(N) Lie group, i.e., a smooth manifold which is a phase space of continuous variables. We further use the
Wigner representation to describe the nuclear degrees of freedom and derive an exact expression of the time-correlation function as
well as the exact quantum Liouvillian for the non-adiabatic system. Making the linearization approximation, this exact Liouvillian is
reduced to the Liouvillian of several recently proposed methods, and the performance of this linearized method is tested using non-
adiabatic models. We envision that the theoretical work presented here provides a rigorous and unified framework to formally derive
non-adiabatic quantum dynamics approaches with continuous variables and connects the previous methods in a clear and concise
manner.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0094893

I. INTRODUCTION
Studying non-adiabatic dynamics in quantum systems, par-

ticularly in condensed phase, is a central challenge for modern
theoretical chemistry.1 In this context, we are interested in the quan-
tum dynamics of a system with N electronic states coupled to nuclear
degrees of freedom (DOFs) as follows:

Ĥ = [T̂R +U0(R̂)] Î + V̂e(R̂)

= [T̂R +U0(R̂)] Î +∑
n

Vnn(R̂)∣n⟩⟨n∣ + ∑
n≠m

Vnm(R̂)∣n⟩⟨m∣, (1)

where T̂R is the nuclear kinetic energy, U0(R̂) represents the state-
independent part of the potential, and V̂e(R̂) is the state-dependent
part of the potential. Furthermore, R̂ represents a nuclear DOF,
{∣n⟩} represents a set of diabatic electronic states, and Vnm(R̂)
= ⟨n∣V̂e(R̂)∣m⟩ is the matrix element of V̂e(R̂) in this diabatic

representation. The identity operator Î = ∑N
n=1∣n⟩⟨n∣ represents the

identity in the electronic Hilbert space. In order to avoid an expo-
nential numerical scaling with the number of DOFs of the system,
different approximate methods have been developed. Trajectory-
based quantum–classical methods are among the most successful
ones as they scale linearly with the number of DOFs and allow
for a simple numerical propagation scheme. One of the most pop-
ular trajectory-based approach is the surface-hopping method,2–6

where an ensemble of classical trajectories hop among electronic
states upon non-adiabatic transitions, mimicking the wavepacket
branching dynamics. The other widely used approach is the Ehren-
fest trajectory dynamics where the nuclear DOFs feel a time-
dependent mean field potential from the quantum subsystem’s time
evolution.

In a separate direction, the idea of mapping variables is pro-
posed to represent quantum transitions among discrete electronic
states as classical-like motion of continuous phase space variables,7,8
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thus treating all the DOFs on an equal footing. Historically, one
of the most successful mapping theories in physical chemistry is
the Meyer–Miller–Stock–Thoss (MMST) mapping formalism,8–10

which maps a N-level system onto N singly excited harmonic oscil-
lators, and thus can be viewed as a generalization of the Schwinger’s
bosonization approach.10 The mapping variables of the MMST
formalism are conjugate position and momentum of each map-
ping oscillator. This method, despite its great success and broad
applications,11–19 has known flaws.20–22 This is because the MMST
mapping operators belong to a larger Hilbert space that contains
other states outside the singly excited oscillator (SEO) subspace
of the mapping oscillators, whereas the MMST mapping proce-
dure tries to map the original electronic subspace onto the SEO
subspace. It thus requires a projection back to the singly excited
mapping subspace to obtain accurate results.20–22 As a consequence,
the identity operator is not preserved through the MMST mapping
and there is an ambiguity in how to evaluate it.22 Related to the
problem of the non-conserving identity, the non-adiabatic dynam-
ics is sensitive to the separation between the state-dependent and
the state-independent Hamiltonian.21,23 Moreover, projecting the
Hilbert space to the SEO subspace also ruins the original simple
commutation relations among the MMST mapping operators in
their full Hilbert space,24 making the mapping Hamiltonian poten-
tially containing more terms that require additional approximations
to parameterize.25

Mathematically, the idea of mapping relation is referred to as
the generalized Weyl correspondence, in which Lie groups and Lie
algebras are the central components.26–28 Lie algebras are formed
by commutation relations among generators with given structure
constants; the elements of a connected matrix Lie group29 can
be expressed as the exponential of the Lie algebra generators,
i.e., the exponential map.30 On the other hand, a Lie group is
also a smooth manifold, which is a phase space with continuous
variables. The dual identity of Lie groups naturally constructs a
bijective map between operators described by the generators rep-
resented in the Hilbert space and continuous functions on the
manifold.

Following this fundamental idea of mapping, one of the most
natural ways to map a N-level quantum system is to respect its
original symmetry, which is described by the special unitary sym-
metry group31 SU(N). For N = 2, it is well-known that the quan-
tum dynamics of two electronic states can be mapped as the spin
precession around a magnetic field (represented by the Hamilto-
nian) described by the motion of the Bloch vector on the Bloch
sphere,7,32,33 due to the SU(2) symmetry shared by both prob-
lems. The early work of Meyer, Miller, and McCurdy7,34 as well
had accomplished this, resulting in a spin mapping (SM) Hamil-
tonian that respects the SU(2) symmetry. Thoss and Stock have
developed a semiclassical initial-value representation of the corre-
sponding propagator using the SU(2) mapping.10 Recently, Rune-
son and Richardson used this spin mapping approach to map a
two-level system on a single spin- 1

2 DOFs.35 The same mapping
formalism was also used to develop non-adiabatic path-integral
approaches.36

One can, in principle, generalize this idea by mapping a N-level
system with the generators of the su(N) Lie algebra. The unique
advantage of this mapping procedure compared to the MMST
formalism is that the commutation relations among operators as

well as the size of the Hilbert space are exactly preserved in the
SU(N) representation. The corresponding quantum equations of
motions (EOMs) for the SU(N) mapping were first introduced by
Hioe and Eberly,37 which can be viewed as the generalization of
the spin precession to N-dimensions with SU(N) symmetry.37 The
SU(N) mapping has also been used recently for density matrix
mapping.38–40 Meyer, McCurdy, and Miller7,41,42 also used a similar
idea to map two-state or three-state systems with spin- 1

2 and spin-
1 operators, although the matrices of the spin-1 operators (which
are not necessarily traceless) are different than the su(N) generators
(which are traceless).43 Note that the SU(N) mapping formalism is
also different than the recent spin-mapping formalism introduced
by Cotton and Miller,44 which maps N states onto N spin- 1

2 par-
ticles,45 hence having the symmetry of ⊗N SU(2) that is different
than SU(N).

Runeson and Richardson used the spin operators [which are
equivalent to the generators of the su(N) Lie algebra up to a
constant] and the SU(N) Lie group to perform the non-adiabatic
mapping dynamics of a N-state vibronic Hamiltonian, and devel-
oped the spin-Linearized semi-classical (spin-LSC) approach.46 In
particular, the Stratonovich–Weyl (S–W) transform27,28,47,48 is used
to map an operator in the Hilbert space described by the gener-
ators [of the su(N) Lie algebra] to a continuous function on the
Lie group/manifold, resulting in a classical-like Hamiltonian. The
S–W transform evaluates the expectation values of the spin opera-
tors under the generalized spin coherent states.49,50 The generalized
spin coherent states51–53 are further expressed as a linear expansion
of the diabatic electronic states, and the real and imaginary parts of
the expansion coefficients are further defined as the conjugate posi-
tion and momentum variables,46 leading to an equivalence between
the generalized spin-based mapping Hamiltonian and the MMST
mapping Hamiltonian. Using the connection between these two
Hamiltonians, Runeson and Richardson found the particular choice
of zero-point energy parameter for the MMST Hamiltonian as well
as an expression of the estimators. With a proposed sampling proce-
dure of the initial conditions that constrains a total population equal
to one, spin-LSC effectively propagates the EOMs with a total of
2N MMST variables (2N − 2 independent mapping variables when
considering the population constraint). This is a reasonable choice
for constructing an algorithm for approximate quantum dynam-
ics, as it avoids deriving the EOMs in the generalized Euler angles
of the spin coherent state, which is highly non-trivial. However,
this choice also brings the potential confusions25 that the MMST
mapping Hamiltonian is a necessary and essential ingredient in the
SU(N)mapping formalism.46

Furthermore, the EOMs of the spin-LSC approach46 were not
rigorously derived, and there is a lack a rigorous derivation of the
time-correlation function (TCF) as well. In a related direction, the
Generalized Discrete Truncated Wigner Approximation (GDTWA)
approach54 is developed using the generators of the su(N) Lie alge-
bra. The EOMs for GDTWA were argued as the classical limit of
the Heisenberg EOMs54 of the corresponding operators and gen-
erators, where the classical variables for those generators (N2

− 1
of them) obey the equations of the N-dimensional spin preces-
sion theory by Hioe and Eberly.37 However, the EOMs are not
rigorously derived in GDTWA approach,54 and their connection
with the MMST-type of EOMs used in spin-LSC46 remains to be
discovered.
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In this work, we provide rigorous theoretical derivations of
non-adiabatic mapping dynamics in the phase space of the SU(N)
Lie group. Thus, the current work can be viewed as a rigorous
theoretical justification of the generalized spin mapping formal-
ism that is originally developed by Runeson and Richardson.46 This
work, together with the previous work by Runeson and Richard-
son,46 establish the SU(N) mapping formalism as a rigorous and
complete theory. We will not distinguish between the nomencla-
ture of generalized spin mapping and the SU(N) mapping in this
paper when we mention this mapping formalism. In Sec. II, we
briefly review the generators of the su(N) Lie algebra, which are
used as the operator basis to represent the Hamiltonian and any
operators in the electronic Hilbert space, and derive the analytic
expression of the structure constants of the su(N) Lie algebra (pre-
sented in Appendix A). In Sec. III, we briefly review some basic
properties of the S–W transform27,47,53 that effectively constructs
a mapping relation between an operator described by the gener-
ators in the Hilbert space to a continuous function on the Lie
group/manifold. Note that Secs. II and III are used to set up the
theoretical background for our work presented in this paper, where
similar expressions/discussions can be found, in part, in the previous
works.46,54

Sections IV–VI present our main theoretical contributions. In
Sec. IV, we present a mixed Wigner/S–W representation that per-
forms Wigner transform on the nuclear DOFs and S–W transform
on the electronic DOFs, and derive the exact expressions of the
time-correlation function (TCF). In Sec. V, we derive the exact
quantum Liouvillian expression [Eqs. (73)–(77)] under the mixed
Wigner/S–W representation. Using this exact expression, we can
explore approximate forms of the Liouvillian under the linearization
approximation, which gives the EOMs with the variables of the spin
coherent state expectation values [Eq. (86)]. These EOMs are iden-
tical to those proposed in the GDTWA approach,54 which can also
be viewed as a generalization of the Hioe–Eberly theory37 of the N-
dimensional spin precession with the explicit presence of the nuclear
DOFs.

The EOMs under the linearization approximation [Eq. (86)]
are shown to have three equivalent forms, documented in Sec. VI
with (1) the conjugated action-angle type variables [Eq. (90)], (2)
the generalized Euler angles on multi-dimensional Bloch sphere [in
Appendix E, Eq. (E9)], and (3) the MMST Cartesian phase space
variables [Eq. (95)]. The TCF and the EOMs under the linearized
approximation are used as a trajectory-based non-adiabatic method
in the mixed Wigner/S–W formalism. We perform numerical simu-
lations to demonstrate the accuracy of this linearized spin mapping
method [in Eq. (86) and their equivalent forms mentioned above] by
simulating non-adiabatic population dynamics of challenging model
systems. We emphasize that, despite that our work is inspired by the
recent spin mapping formalism,35,46,54 we have made several unique
theoretical contributions in the current work, which are detailed in
the supplementary material, Sec. X.

II. GENERATORS OF THE su(N) LIE ALGEBRA
In this section, we review how to use the generators of the

su(N) Lie algebra37,46 to represent a Hamiltonian operator. The
su(N) Lie algebra and its corresponding Lie group are widely used in
fundamental physics, particularly in the standard model of particle

physics.31,55,56 For example, the su(2) Lie algebra is used to describe
the spin- 1

2 system. The generators of su(2) are the spin opera-
tors Ŝj =

̵h
2 σj with the two-dimensional represented Pauli matrices

defined as follows:

σ1 =
⎛
⎜
⎝

0 1

1 0

⎞
⎟
⎠

, σ2 =
⎛
⎜
⎝

0 −i

i 0

⎞
⎟
⎠

, σ3 =
⎛
⎜
⎝

1 0

0 −1

⎞
⎟
⎠

.

The generators of the su(3) Lie algebra are Ŝj =
̵h
2 λj, where

three-dimensionally represented λj are the well-known Gell–Mann
λ–matrices,57 defined as follows:

λ1 =

⎛
⎜
⎜
⎜
⎜
⎝

0 1 0

1 0 0

0 0 0

⎞
⎟
⎟
⎟
⎟
⎠

, λ2 =

⎛
⎜
⎜
⎜
⎜
⎝

0 −i 0

i 0 0

0 0 0

⎞
⎟
⎟
⎟
⎟
⎠

, λ3 =

⎛
⎜
⎜
⎜
⎜
⎝

1 0 0

0 −1 0

0 0 0

⎞
⎟
⎟
⎟
⎟
⎠

,

λ4 =

⎛
⎜
⎜
⎜
⎜
⎝

0 0 1

0 0 0

1 0 0

⎞
⎟
⎟
⎟
⎟
⎠

, λ5 =

⎛
⎜
⎜
⎜
⎜
⎝

0 0 −i

0 0 0

−i 0 0

⎞
⎟
⎟
⎟
⎟
⎠

, λ6 =

⎛
⎜
⎜
⎜
⎜
⎝

0 0 0

0 0 1

0 1 0

⎞
⎟
⎟
⎟
⎟
⎠

,

λ7 =

⎛
⎜
⎜
⎜
⎜
⎝

0 0 0

0 0 −i

0 i 0

⎞
⎟
⎟
⎟
⎟
⎠

, λ8 =
1
√

3

⎛
⎜
⎜
⎜
⎜
⎝

1 0 0

0 1 0

0 0 −2

⎞
⎟
⎟
⎟
⎟
⎠

.

They are widely used in quantum chromodynamics as an approx-
imate symmetry of the strong interaction between quarks and glu-
ons.57 The generators of an algebra can be obtained in different
ways, but the most commonly used ones in physics are based on a
generalization of the Pauli matrices of su(2) and of the Gell–Mann
matrices57 of su(3), which are what we use in this work. This specific
way of representing the generators is commonly referred to as the
Generalized Gell–Mann matrix (GGM) basis.53,56 In the following,
we briefly review the general expressions of these GGM generators.
The commutation (and anti-commutation) relations among these
generators are defined in the su(N) Lie algebra, whereas the expo-
nential functions of these generators construct the elements of the
SU(N) Lie group via the exponential map.29,31

The elements of the GGM basis are denoted as Ŝi with i
∈ {1, . . . , N2

− 1}. There are N(N − 1)/2 symmetric matrices,

Ŝαnm =
h̵
2
(∣m⟩⟨n∣ + ∣n⟩⟨m∣), (2)

N(N − 1)/2 anti-symmetric matrices,

Ŝβnm = −i
h̵
2
(∣m⟩⟨n∣ − ∣n⟩⟨m∣), (3)

and N − 1 diagonal matrices,

Ŝγn =
h̵

√
2n(n − 1)

(
n−1

∑
l=1
∣l⟩⟨l∣ + (1 − n)∣n⟩⟨n∣), (4)
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where we introduced the indices αnm related to the symmetric matri-
ces, βnm related to the anti-symmetric matrices, and γn related to the
diagonal matrices as follows:

αnm = n2
+ 2(m − n) − 1, (5a)

βnm = n2
+ 2(m − n), (5b)

γn = n2
− 1. (5c)

Note that in the above definitions, 1 ≤ m < n ≤ N and 2 ≤ n ≤ N, and
the generators are ordered according to the conventions.40,56

These generators are traceless,

Tre[Ŝi] = 0, (6)

and are orthonormal to each other as

Tre[ŜiŜj] =
h̵2

2
δij. (7)

The commutation and anti-commutation relations among the
generators of the su(N) Lie algebra are presented as follows:

[Ŝi, Ŝj] = ih̵
N2
−1

∑
k=1

fijkŜk, (8a)

{Ŝi, Ŝj}
+
=

h̵2

N
δij Î + h̵

N2
−1

∑
k=1

dijkŜk, (8b)

where {Ŝi, Ŝj}+ represents the anti-commutator between Ŝi and Ŝj,
the indices i, j, k ∈ {αnm, βnm, γn}, and fijk and dijk are the totally anti-
symmetric and totally symmetric structure constants, respectively.
Using Eqs. (8a) and (8b), one can obtain the following well-known
expressions for these structure constants:

fijk = −i
2
h̵3 Tr[[Ŝi, Ŝj]Ŝk], (9a)

dijk =
2
h̵3 Tr[{Ŝi, Ŝj}

+
Ŝk]. (9b)

Despite the extensive usage and the crucial role these structure con-
stants play in modern physics, there is no analytic expression (closed
formulas) of fijk and dijk. Here, we derive analytic formulas for these
structure constants in the supplementary material, Secs. I and II. The
resulting analytic expressions are listed in Appendix A Eq. (A1) for
fijk and in Eq. (A2) for dijk.

One can express the Hamiltonian in Eq. (1) through the gen-
erators as Ĥ = C0 Î +∑N2

−1
k=1 CkŜk due to the completeness of the

generators. To figure out Cj, we perform Tre[Ĥ ⋅ Ŝj] = C0Tre[Ŝj]

+ ∑
N2
−1

k=1 CkTre[Ŝk ⋅ Ŝj] = h̵2Cj/2; thus, Cj = (2/h̵2
) ⋅ Tre[Ĥ ⋅ Ŝj], where

we have used the property of Eqs. (6) and (7). Here, we explicitly
indicate the trace over the electronic DOFs by using Tre. Further-
more, we have Tre[Ĥ] = C0Tre[ Î] + ∑N2

−1
k=1 CkTre[Ŝk] = C0N; thus,

C0 = (1/N) ⋅ Tre[Ĥ]. Putting these together, one can represent the
Hamiltonian in Eq. (1) using the generators as follows:37,46

Ĥ = H0(R̂) ⋅ Î +
1
h̵

N2
−1

∑
k=1

Hk(R̂) ⋅ Ŝk, (10)

where the elements H0(R̂) and Hk(R̂) are expressed as

H0(R̂) =
1
N

Tre[Ĥ ⋅ Î] = T̂R +U0(R̂) +
1
N

N

∑
n=1

Vnn(R̂), (11a)

Hk(R̂) =
2
h̵

Tre[Ĥ ⋅ Ŝk] =
2
h̵

Tre[V̂e(R̂) ⋅ Ŝk]. (11b)

This expansion can also be easily verified using the relation between
∣n⟩⟨m∣ and the GMM matrices in Eqs. (2)–(4). Note that Eq. (11) has
an explicit separation of the trace and traceless parts of the poten-
tial due to the traceless generators in Eqs. (2)–(4) where Tre[Ŝi] = 0.
Enforcing this separation in the MMST mapping formalism can sig-
nificantly improve the stability and accuracy of the dynamics.21,23,36

In the SU(N)mapping formalism, this is intrinsically enforced.
Using the generators defined in Eqs. (2)–(4), we can explicitly

write Hk(R̂) in Eq. (11b) as

Hαnm(R̂) = Vmn(R̂) + Vnm(R̂), (12a)

Hβnm(R̂) = i(Vmn(R̂) − Vnm(R̂)), (12b)

Hγn(R̂) =
n−1

∑
l=1

√
2

n(n − 1)
Vll(R̂) −

√
2(n − 1)

n
Vnn(R̂), (12c)

with 1 ≤ m < n ≤ N and 2 ≤ n ≤ N as previously introduced.
In the special case where the system does not have any nuclear

(or other) DOF, we can write down the exact quantum Liouville
equation for this closed system as

ih̵
∂ρ̂
∂t
= [Ĥ, ρ̂], (13)

where the commutator is taken within the electronic subspace. The
su(N) representation of the density operator is

ρ̂ =
1
N

Î + 1
h̵

N2
−1

∑
k=1

Sk ⋅ Ŝk, (14)

where Sk =
2
̵h Tr[ρ̂Ŝk], as well as the corresponding expression

for Ĥ = H0 ⋅ Î + 1
̵h∑

N2
−1

k=1 Hk ⋅ Ŝk, the quantum Liouville equation is
equivalently expressed as37

d
dt

Si =
1
h̵

N2
−1

∑
j,k=1

f ijkHjSk, (15)

which can be viewed as the generalization of the spin precession
[see Eq. (F7)] to N dimensions, originally discovered by Hioe and
Eberly.37 This relation was interpreted as the time development
(precession) of the N-level coherence vector.37 In the following
sections, we will generalize this formalism and develop the corre-
sponding theory when the Hamiltonian explicitly contains nuclear
DOFs.

III. STRATONOVICH–WEYL TRANSFORM
AND THE SPIN MAPPING FORMALISM

The S–W transform constructs a mapping between an oper-
ator in the Hilbert space and a continuous function on the Lie

J. Chem. Phys. 157, 084105 (2022); doi: 10.1063/5.0094893 157, 084105-4

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp
https://www.scitation.org/doi/suppl/10.1063/5.0094893


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

group/manifold. Here, we present the properties of this transfor-
mation for a general N-level system. Part of it has been previously
discussed in the previous work by Runeson and Richardson.35,46 To
better help understanding the SU(N) mapping formalism, we also
provide the corresponding equations for the two-level system special
case (N = 2) in Appendix F.

A. Spin coherent states
For a spin (or equivalently, a two-level system), one can use the

following spin coherent states:49

∣u⟩ = cos
θ
2
∣1⟩ + sin

θ
2
⋅ eiφ
∣2⟩ (16)

as a basis to describe the quantum dynamics,35,36 where θ and φ
are the angles defining the Bloch vector, with the radius of the
Bloch sphere being fixed. The spin coherent states ∣u⟩ can be gen-
eralized for a N-level system, denoted as ∣Ω⟩, through a rigorous
procedure using Lie groups and Lie algebras. Mathematically, these
generalized spin-coherent states ∣Ω⟩ are introduced by acting a
parameterized unitary transformation operator on a given diabatic
basis ∣n⟩, i.e., ∣Ω⟩ = Û(θ, φ)∣n⟩, where the unitary transformation
operator Û(θ, φ) is an exponential function to linear order of the
generators Ŝ [Eqs. (2)–(4)] associated with real parameters {θ, φ}.
The detailed expression of Û(θ, φ) can be found in Eq. (2.6) of
Ref. 53. This particular expression is referred to as the generalized
Euler angle parameterization of su(N),52 which gives rise to a con-
tinuous phase space. Actually, one can regard Û(θ, φ) as a unitary
representation26,31 of the SU(N) Lie group.58

The generalized spin coherent states can be expressed as

∣Ω⟩ =
N

∑
n=1
∣n⟩⟨n∣Ω⟩, (17)

where the expansion coefficients are46,50–52

⟨n∣Ω⟩ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cos
θ1

2
, n = 1,

cos
θn

2 ∏
n−1
l=1 sin

θl

2
eiφl , 1 < n < N,

∏
N−1
l=1 sin

θl

2
eiφl , n = N,

(18)

with {θn} ∈ [0, π] and {φn} ∈ [0, 2π]. The expansion coefficients can
be expressed from the usual recursive expression46 given in Eq. (B1).
Note that this is one convenient choice to write down spin coher-
ent states46 such that it is a generalization of Eq. (16) beyond the
two level system. These angles can be viewed as the general Euler
angles in multi-dimensional Bloch spheres46 (also see Fig. 1 for a
schematic illustration). The notation of the expansion coefficients
⟨n∣Ω⟩ used in Ref. 53 has a reversed order of diabatic state label and
a π difference in the definition of θn/2.

The spin coherent states ∣Ω⟩ are normalized50–53 such that

⟨Ω∣Ω⟩ = 1, (19)

and they also form a resolution of identity

FIG. 1. Schematic representation of the Bloch spheres for a N = 5 system (the
electronic states are placed for spheres of radius rW =

√

N + 1). On the n = 4
sphere are represented θ4 and φ4. On the right of each sphere, the θn distribution
is sketched from the differential phase space volume element in Eqs. (21) and
(22) (solid lines), and the distribution from the volume element in the previous
literature46,51–53 (dashed lines).

Î = ∫ dΩ∣Ω⟩⟨Ω∣, (20)

where a simple proof is provided in the supplementary material,
Sec. III. The differential phase-space volume element dΩ (which is
also referred to as the invariant integration measure on the group),
i.e., the Haar measure,59 is

dΩ = N!
(2π)N−1

N−1

∏
n=1

Kn(θn)dθndφn, (21)

where

Kn(θn) = cos
θn

2
(sin

θn

2
)

2(N−n)−1

. (22)

For the two-level special case, it reduces to K(θ) = 1
2 sin θ. Our

definition of Kn(θn) in Eq. (22) is different60 than the one derived
by Tilma and Nemoto.46,53 We find that this new expression of dΩ
guarantees the identity relation of Eq. (20) and a correct distribution
for each angle θn. The proof of the current differential phase–space
volume element definition is given in the supplementary material,
Sec. III.

Figure 1 presents a system with N = 5 electronic states on the
four Bloch spheres, and the distribution of θi with the solid curves.
As a comparison, the distribution used in Ref. 46 is shown with
dashed curves. For a general N states system, we can see that the
last Bloch sphere (here n = 4 in Fig. 1) always contains only the last
two electronic states, hence requiring a distribution of the last angle,
θN−1, to be symmetric around π

2 . On the contrary, the first Bloch
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sphere (n = 1 in Fig. 1) always puts the first electronic state on the
north hemisphere, and all the other electronic states on the south
hemisphere, requiring a distribution centered on the south hemi-
sphere. As the index of the Bloch sphere increases (here, for example,
n = 2 and n = 3 in Fig. 1), less states are present on the south hemi-
sphere, and the distribution slowly shifts toward the center. This
demonstrates that the differential phase–space volume element in
Eqs. (21) and (22) is the proper one to consider for the spin coher-
ent state representation of SU(N) defined in Eq. (18), whereas the
one presented in Ref. 46 was based on a different expansion coeffi-
cients ⟨n∣Ω⟩ used in Ref. 53, and cannot be consistently used with
∣Ω⟩ defined in Eq. (18).

To simplify our notation, we define the expectation value of the
generalized spin operator as

h̵Ωk ≡ ⟨Ω∣Ŝk∣Ω⟩, (23)

where hΩ plays the role of the Bloch vector,39,40 and their
detailed expressions can be found in Eqs. (B2)–(B4). Further-
more, one can express ∣Ω⟩⟨Ω∣ = C0 Î +∑N2

−1
k=1 CkŜk due to the

completeness of the generators, similar to the expansion in
Eq. (10). To figure out Cj, we perform ⟨Ω∣Ŝj∣Ω⟩ = Tre[Ŝj∣Ω⟩⟨Ω∣]
= C0Tre[Ŝj] + ∑

N2
−1

k=1 CkTre[ŜjŜk] = h̵2Cj/2 [using Eqs. (6) and (7)];
thus, Cj = 2Ωj/h. Furthermore, we have 1 = ⟨Ω∣Ω⟩ = Tre[∣Ω⟩⟨Ω∣]
= C0Tre[ Î] + ∑N2

−1
k=1 CkTre[Ŝk] = C0N; thus, C0 = 1/N. Combining

these together, we have

∣Ω⟩⟨Ω∣ = 1
N

Î + 2
h̵

N2
−1

∑
k=1

Ωk ⋅ Ŝk. (24)

This will be a useful result for finding alternative expressions of the
kernel of the Stratonovich–Weyl transform in Sec. III B.

B. Basic properties of the Stratonovich–Weyl
transform

The S–W transform of an operator Â is defined as

[Â]
s
(Ω) = Tre[Â ⋅ ŵs], (25)

where ŵs is the kernel of the S–W transform. The generalized S–W
kernel ŵs in Eq. (25) is expressed as27,53,61

ŵs(Ω) =
1
N

Î + rs ⋅
2
h̵2

N2
−1

∑
k=1
⟨Ω∣Ŝk∣Ω⟩Ŝk

≡
1
N

Î + rs ⋅
2
h̵

N2
−1

∑
k=1

Ωk ⋅ Ŝk, (26)

where rs is a constant related to the radius of the Bloch sphere,62–64

and ∣Ω⟩ are the generalized spin-coherent states expressed in
Eqs. (17) and (18). One can clearly see that the S–W kernel depends
on both the generators Ŝ of the Lie algebra (represented in the
Hilbert space) and the parameters {θn, φn} of the manifold. Using
the spin coherent states, we can also express the S–W kernel in
Eq. (26) as65

ŵs(Ω) =
1 − rs

N
Î + rs∣Ω⟩⟨Ω∣, (27)

which can be easily verified by using ∣Ω⟩⟨Ω∣ expressed with gener-
ators in Eq. (24). Using the MMST-type variables and the diabatic
basis {∣n⟩}, the kernel in Eq. (27) can also be conveniently expressed
into its equivalent form [Eq. (D7)]. We want to point out that
Eq. (27) can drastically simplify a lot of derivations and can be
potentially extremely useful for future theoretical derivations.

Note that when rs = 1 (so-called s = Q transform), the kernel
is simply the projection operator ŵs = ∣Ω⟩⟨Ω∣ discussed by Brif and
Mann.27 The kernel also defines an identity as

∫ dΩŵs = ∫ dΩ(1 − rs

N
Î + rs∣Ω⟩⟨Ω∣) = Î , (28)

where we have used the fact that ∫ dΩ = N and Eq. (20).
The S–W transform in Eq. (25) constructs a mapping between

an operator in the Hilbert space to a continuous function whose vari-
ables are {θ, φ} or {Ω} on the Lie group/manifold. More specifically,
this mapping relation is expressed as

ÂÐ→ [Â]
s
(Ω), (29)

which is the basic idea of the generalized spin-mapping approach
proposed by Runeson and Richardson in Refs. 35 and 46.

Using the definition of S–W transform, as well as the properties
of the generators given in Eqs. (6) and (7), it is straightforward to
show that

[Ŝk]s
(Ω) = Tre[Ŝk ⋅ ŵs] = h̵rsΩk, (30a)

[ Î]
s
(Ω) = Tre[ Î ⋅ ŵs] = 1. (30b)

The property in Eq. (30b) means that the S–W transform pre-
serves the identity in the electronic Hilbert subspace, contrar-
ily to the Wigner transform66,67 of the identity operator in the
MMST formalism.22,68 Hence, the spin mapping formalism does not
introduce any ambiguity of the identity expression.46

To conveniently evaluate any operator Â(R̂) under the S–W
transform, one can start by decomposing it on the GGM basis
[Eqs. (2)–(4)] as follows:

Â(R̂) = A0(R̂) ⋅ Î +
1
h̵

N2
−1

∑
k=1

Ak(R̂) ⋅ Ŝk, (31)

where A0(R̂) = 1
N Tre[Â(R̂) Î] = 1

N∑
N
n=1Ann(R̂) with Anm(R̂)

= ⟨n∣Â(R̂)∣m⟩ and Ak(R̂) = 2
̵h Tre[Â(R̂)Ŝk]. Here, we explicitly

consider a system [with the Hamiltonian in Eq. (1)] that contains
both electronic and nuclear DOFs. Similar to the expressions in
Eq. (12), we can write down each component of Ai as follows:

Aαnm(R̂) = Amn(R̂) + Anm(R̂), (32a)

Aβnm(R̂) = i(Amn(R̂) − Anm(R̂)), (32b)

Aγn(R̂) =
n−1

∑
l=1

√
2

n(n − 1)
All(R̂) −

√
2(n − 1)

n
Ann(R̂), (32c)
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with 1 ≤ m < n ≤ N and 2 ≤ n ≤ N as previously introduced [under
Eq. (4)]. To keep our notation concise, we will write Â instead of
Â(R̂) for the following equations because the S–W transform is per-
formed only on the electronic DOFs and does not involve the nuclear
DOFs.

Using the expression of ŵs [Eq. (26)], Â(R̂) expressed in
Eq. (31) is transformed [through Eq. (25)] as

[Â(R̂)]
s
(Ω) = A0(R̂) + rs

N2
−1

∑
k=1

Ak(R̂) ⋅Ωk. (33)

One of the important properties of the S–W transform is that
it can be used to compute a quantum mechanical trace in the
continuous phase space as follows:

∫ dΩ[Â]
s
(Ω) = ∫ dΩTre[Â ⋅ ŵs] = Tre[∫ dΩŵs ⋅ Â]

= Tre[Â], (34)

where we have used the identity given in Eq. (28).
For two operators Â(R̂) and B̂(R̂), one cannot compute the

trace of a product of operators Tre[ÂB̂] as ∫ du[Â]s[B̂]s(Ω) for a
given value of rs because generally [ÂB̂]s(Ω) ≠ [Â]s(Ω) ⋅ [B̂]s(Ω)
[see Eq. (42)]. To get the separate S–W transform of Â and B̂,
it is required to use two matching values of the radius, rs and
rs, with complementing indices s and s, which will be defined in
Eq. (39). It can be shown that the S–W transform has the following
property:

Tre[ÂB̂] = ∫ dΩ[ÂB̂]
s
(Ω)

= ∫ dΩ[Â]
s
(Ω) ⋅ [B̂]

s
(Ω)

= ∫ dΩ[Â]
s
(Ω) ⋅ [B̂]

s
(Ω), (35)

where [⋅ ⋅ ⋅ ]s(Ω) is S–W transformed through Eq. (33) using rs. The
proof is given in the supplementary material, Sec. IV.

The sum of the squares of the generators [the so-called Casimir
operator of su(N)] can be expressed with the identity operator as
follows:46

N2
−1

∑
k=1

Ŝ 2
k = h̵2 N2

− 1
2N

Î , (36)

where the proof can be found in Appendix A of Ref. 46. Performing
the S–W transform on both sides of the above identity leads to the
squared spin magnitude as follows:

N2
−1

∑
k=1
[Ŝk]s

[Ŝk]s
= h̵2rsrs

N2
−1

∑
k=1

Ω2
k = h̵2 N2

− 1
2N

, (37)

which is a conserved quantity. Using the fact46 that∑N2
−1

k=1 Ω2
k =

N−1
2N

(see the proof in Appendix E of Ref. 46) together with the identity in
Eq. (37), one has46

rs ⋅ rs = N + 1. (38)

The commonly used values28,46 for rs and rs are

rs = rs =
√

N + 1 (for s = s =W), (39a)

rs = 1, rs = N + 1 (for s = Q, s = P), (39b)

rs = N + 1, rs = 1 (for s = P, s = Q). (39c)

Note that these parameters are not restricted to the above special
cases, and in principle they can take any value in the range of rs ∈

(0,∞). More detailed discussions can be found in Appendix D [see
Eq. (D6) and the discussion below].

Using the complementing rs, one can define the inverse S–W
transform48 as follows:

Â = ∫ dΩŵs(Ω)[Â]s(Ω), (40)

where [Â]
s
(Ω) is defined in Eq. (33) with the radius rs. A simple

proof of Eq. (40) is given in the supplementary material, Sec. IV.
It is also useful to derive the expression of the S–W transform

of the product of two electronic operators [ÂB̂]s in order to evaluate
commutation and anti-commutation relations. To proceed, we use
the detailed expressions of Â and B̂ in their su(N) representation
and express [ÂB̂]

s
as follows:

[ÂB̂]
s
(Ω) =

⎡
⎢
⎢
⎢
⎢
⎣

⎛

⎝
A0(R̂) ⋅ Î +

1
h̵

N2
−1

∑
k=1

Ak(R̂) ⋅ Ŝk
⎞

⎠

×
⎛

⎝
B0(R̂) ⋅ Î +

1
h̵

N2
−1

∑
k=1

Bk(R̂) ⋅ Ŝk
⎞

⎠

⎤
⎥
⎥
⎥
⎥
⎦s

=

⎡
⎢
⎢
⎢
⎢
⎣

A0B0 ⋅ Î +
A0

h̵

N2
−1

∑
k=1

Bk ⋅ Ŝk +
B0

h̵

N2
−1

∑
k=1

Ak ⋅ Ŝk

+
1
h̵2

N2
−1

∑
j,k=1

AjBk ⋅ ŜjŜk

⎤
⎥
⎥
⎥
⎥
⎦s

. (41)

Using the fact that

ŜjŜk =
1
2
([Ŝj, Ŝk] + {Ŝj, Ŝk}

+
),

together with Eqs. (8) and (30), we can evaluate [ÂB̂]
s
(Ω) as follows:

[ÂB̂]
s
(Ω) =A0B0 +

1
2N

N2
−1

∑
i=1

AiBi

+ rs

N2
−1

∑
i=1
(ΩiAiB0 +ΩiA0Bi)

+
rs

2

N2
−1

∑
i,j,k=1

ΩiAjBk(dijk + i f ijk), (42)

where Ai(R̂) and Bi(R̂) are expressed in Eq. (32). A generalization
of this expression for both S–W transform (on the electronic DOF)
and the Wigner transform (on the nuclear DOF) is provided in Eq.
(S66) in the supplementary material, Sec. IV.
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C. Mapping formalism using the Stratonovich–Weyl
transform

Performing the S–W transform of the Hamiltonian Ĥ [Eq. (10)]
through Eq. (25), we have

[Ĥ(R̂)]
s
(Ω) = H0(R̂) + rs

N2
−1

∑
k=1

Hk(R̂) ⋅Ωk, (43)

where H0 is expressed in Eq. (11a) and Hk is expressed in Eq. (12).
This is the mapping Hamiltonian expression in terms of the
expectation values of the generalized spin operators.46,54

In addition, we can also perform the S–W transform for
electronic projection operators and obtain

[∣n⟩⟨n∣]s = Tre[∣n⟩⟨n∣ŵs]

=
1
N
+ rs

N

∑
m=n+1

√
2

m(m − 1)
Ωγm − rs

√
2(n − 1)

n
Ωγn ,

(44)

with 1 ≤ n ≤ N. The complementary expression [∣n⟩⟨n∣]s can be
obtained by replacing rs in Eq. (44) by rs. Note that the first sum
in Eq. (44) is null when the condition m > n is not satisfied, i.e.,
when n = N, and the last term is null when n = 1. The population
estimators only depend on the expectation values of the diagonal
spin operators {Ωγm} [see Eq. (B4)]; hence, they are independent
of the mapping variables {φm} for m ∈ {1, . . . , N − 1}. As expected,
summing all the state population estimators gives a total population
equal to 1 because the S–W transformation explicitly preserves the
identity in the electronic subspace [see Eq. (30b)].

For an off-diagonal electronic operator with m < n, the S–W
transform is

[∣n⟩⟨m∣]s = rs(Ωαnm − iΩβnm), (45a)
[∣m⟩⟨n∣]s = rs(Ωαnm + iΩβnm), (45b)

where the detailed expressions of Ωαnm and Ωβnm are provided in
Eqs. (B2) and (B3), respectively. Using Eqs. (44) and (45), one can
also perform the S–W transform on Ĥ [Eq. (1)] and derive

[Ĥ]s = [T̂R +U0(R̂)]

+∑
n

Vnn(R̂)[∣n⟩⟨n∣]s + ∑
n≠m

Vnm(R̂)[∣n⟩⟨m∣]s, (46)

which is identical to Eq. (43) [when using Hk expressed in Eq. (12)].
Upon a variable transform,46 the Hamiltonian [Ĥ(R̂)]

s
(Ω) [in

Eq. (43)] can be reformulated into a Meyer–Miller–Stock–Thoss
(MMST) form. In particular, one can introduce the following
transformation:46,69

cn = ⟨n∣Ω⟩ ⋅ eiΦ
=

1
√

2rs
(qn + ipn), (47)

where qn/
√

2rs is the real part of cn and pn/
√

2rs is the imaginary
part of cn, and eiΦ is a constant global phase variable to all of the
coefficients ⟨n∣Ω⟩. For a purely real Hamiltonian, using the trans-
form defined in Eq. (47), the spin mapping Hamiltonian [Ĥ(R̂)]

s

in Eq. (43) can be expressed as the well-known MMST mapping
Hamiltonian7,8,10

H =H0(R̂) +∑
n

1
2
[Vnn(R̂) − V(R̂)](q2

n + p2
n − γ)

+ ∑
n<m

Vnm(R̂)(qnqm + pnpm), (48)

where V(R̂) = 1
N∑lVll(R̂), H0(R̂) = P̂ 2

2m +U0(R̂) + V(R̂) is the trace
part of the potential, which is naturally separated from the trace-
less part. Previous work by Runeson and Richardson46 have already
shown this connection using the transform expressed in Eq. (47).
The detailed discussion of connections and differences between the
SU(N) mapping formalism and the MMST mapping formalism is
provided in Appendix D. Furthermore, the expression of the S–W
kernel ŵs [Eq. (27)] and estimator [∣n⟩⟨m∣]s using MMST variables
are presented in Eqs. (D7) and (D8), respectively. The details are
provided in Appendix D.

IV. TIME-CORRELATION FUNCTION IN THE MIXED
WIGNER/STRATONOVICH–WEYL REPRESENTATION

In this section, we derive the exact expression of the time corre-
lation function (TCF) and the expression of estimators for different
types of quantum operators. The exact and approximate forms of the
Liouvillian will be discussed in Sec. V.

A. Time-correlation functions (TCFs)
The regular quantum TCF is expressed as

CAB(t) =
1
Z

TreTrn[e−βĤ Â(0)B̂(t)], (49)

with the Hamiltonian defined in Eq. (1), and β = 1/kBT. The density
matrix under the canonical equilibrium condition is ρ̂eq = e−βĤ

/Z
and the partition function is defined as Z = TreTrn[e−βĤ

]. In
order to compute the nuclear trace Trn, we insert the identity
𝟙̂R′ = ∫ dR′∣R′⟩⟨R′∣. To compute the electronic trace we use the
property of the S–W transform in Eq. (34). This leads to

CAB(t) =
1
Z ∫

dR′ ∫ dΩ[⟨R′∣e−βĤ Â(0)B̂(t)∣R′⟩]
s
(Ω). (50)

To proceed, we use the property given in Eq. (35) and identify
e−βĤ Â(0) and B̂(t) as two operators to compute the trace of ∫ dΩ.
By adding another nuclear identity 𝟙̂R′′ = ∫ dR′′∣R′′⟩⟨R′′∣ between
two operators, we can re-express Eq. (50) as

CAB(t) =
1
Z ∫

dR′ ∫ dR′′ ∫ dΩ

× [⟨R′∣e−βĤ Â(0)∣R′′⟩]
s
(Ω)[⟨R′′∣B̂(t)∣R′⟩]

s
(Ω). (51)

Introducing the nuclear mean path and path difference variables70–72

R =
1
2
(R′ + R′′), Δ = R′ − R′′ (52)

and inserting the below identity of the nuclear DOFs73,74
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𝟙̂R = ∫ dΔ′δ(Δ + Δ′) =
1

2πh̵ ∫
dΔ′ ∫ dPe

i
̵h P(Δ+Δ′) (53)

into the TCF, Eq. (51) becomes

CAB(t) =
1

2πh̵Z ∫
dR∫ dΔ∫ dΔ′ ∫ dPe

i
̵h P(Δ+Δ′)

∫ dΩ

× [⟨R +
Δ
2
∣e−βĤ Â(0)∣R −

Δ
2
⟩]

s
(Ω)

× [⟨R −
Δ′

2
∣B̂(t)∣R +

Δ′

2
⟩]

s
(Ω). (54)

The above equation has an explicit Wigner transform66,75,76 over the
nuclear DOFs, which is defined for an operator Ô(R̂) as follows:

[Ô(R̂)]
w
= ∫ dΔe

i
̵h PΔ
⟨R −

Δ
2
∣Ô(R̂)∣R +

Δ
2
⟩. (55)

Note that the lowercase w used here represents the Wigner trans-
form, whereas the capital case W represents a special choice of the
S–W transform through rW =

√
N + 1.

With the above definition, we can rewrite Eq. (54) as

CAB(t) =
1

2πh̵Z ∫
dR∫ dP∫ dΩ[e−βĤ Â(0)]

ws
[B̂(t)]

ws
,

=
1

2πh̵Z ∫
dR∫ dP∫ dΩ[e−βĤ Â(0)]

ws
eL̂ t
[B̂(0)]

ws
,

(56)

where [Â(R̂)]ws is a Wigner transform of the nuclear DOFs [defined
in Eq. (55)] and a S–W transform of the electronic DOFs in the
SU(N) representation [defined in Eq. (25) or Eq. (34)]. The time
evolved expectation value [B̂(t)]ws is written using the quantum
Liouvillian L̂ to update [B̂(0)]ws. The exact expression of L̂ is
derived in Sec. V. From now on, we will simply denote Â(0) as Â and
B̂(0) as B̂. To compute the transform of the operator [e−βĤ Â(0)]

ws
,

we need to perform the Wigner transform of the nuclear DOFs
and S–W transform of the electronic DOFs for a product of two
operators. The details are provided in the supplementary material,
Sec. IV.

B. Population dynamics expressed as the TCF
For a given photo-induced process, we are often interested in

the reduced density matrix dynamics upon an initial excitation of
the molecular system. In this case, the system is initially prepared in
its ground state, with the ground state Hamiltonian

Ĥg = (T̂R +Ug(R̂)), (57)

and Ug(R̂) is the ground state potential. Upon the initial photo-
excitation of the system, the system is excited to state ∣n⟩. The
reduced density matrix element can be expressed as

ρij(t) = TreTrn[ρ̂(0)e
i
̵h Ĥt
∣i⟩⟨j∣e−

i
̵h Ĥt
], (58)

where the initial density operator ρ̂(0) is expressed as a tensor prod-
uct of the electronic and nuclear DOFs as ρ̂(0) = ∣n⟩⟨n∣ ⊗ 1

Z e−βĤ g ,
where Z = Tr[e−βĤ g ], and Ĥg is the ground state Hamiltonian in
Eq. (57).

The reduced density matrix ρij(t) can also be equivalently
expressed as a correlation function

ρij(t) = CAB(t) =
1
Z

TreTrn[e−βĤ g Âe
i
̵h Ĥ tB̂e−

i
̵h Ĥ t
], (59)

where Â = ∣n⟩⟨n∣ is the initially occupied electronic state, and
B̂ = ∣i⟩⟨j∣. Using the mixed Wigner/S–W representation for the TCF,
we have

CAB(t) =
1

2πh̵Z ∫
dR∫ dP∫ dΩ

× [∣n⟩⟨n∣]
s
[e−βĤ g ]

w
eL̂ t
[∣i⟩⟨j∣]

s
. (60)

One can numerically perform the integrals over dΩ by sampling the
initial conditions according to the differential phase space volume
element expression in Eq. (21) and explicitly using the expression
of [∣n⟩⟨n∣]s [Eq. (44) with rs, or Eq. (D10) in terms of the MMST
mapping variables].

C. The focused initial condition for mapping variables
Another numerically advantageous but approximate method

is to focus the initial electronic state.35,46,77 The focused method
requires to know what values to attribute to the mapping variables
in order to enforce an initial projection onto state ∣n⟩. As proposed
in the previous work of spin-LSC, this requires to replace [∣n⟩⟨n∣]s
in Eq. (60) by [∣n⟩⟨n∣]s in order to achieve a properly normalized
initial population.35,46 To this end, we first introduce the following
variables:

Θn ≡ nrs

N

∑
k=n+1

√
2

k(k − 1)
Ωγk = rs(

N − n
N
−

n

∏
k=1

sin2 θk

2
), (61)

where n ∈ {1, . . . , N − 1}. The derivation of the second equality
in Eq. (61) is provided in the supplementary material, Sec. V B.
We further introduce the proper boundaries ΘN = Θ0 = 0. Later, in
Sec. VI A, we will show that this Θn is actually the canonical conju-
gate variable of φn [Eq. (90)], which plays a role similar to the role
the traditional MMST action variable [see Eq. (100a)] plays in the
MMST mapping formalism.9,23

We then write the estimator in Eq. (44) with these new variables
{Θn} as follows:

[∣n⟩⟨n∣]s =
1
N
+

1
n

Θn − (n − 1)(
1

n − 1
Θn−1 −

1
n

Θn)

=
1
N
+Θn −Θn−1

=
1
N
+ rs(−

1
N
+ cos2 θn

2

n−1

∏
k=1

sin2 θk

2
), (62)

in the last line, cos2 θn
2 and∏n−1

k=1 sin2 θk
2 are replaced by 1 when n = N

and n = 1, respectively.
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For m < n, the non-diagonal elements in Eq. (45) can be
expressed in terms of θn and φn using the explicit expressions of Ωαnm

[Eq. (B2)] and Ωβnm [Eq. (B3)], resulting in

[∣n⟩⟨m∣]s = rs

m−1

∏
j=1

sin2 θj

2
cos

θm

2

n−1

∏
k=m

sin
θk

2

× cos
(1 − δnN)θn

2

n−1

∏
k=m

e−iφk. (63)

The term ∏
m−1
j=1 sin2 θj

2 is replaced by 1 when m = 1. Using the
definition of Θn [Eq. (61)], one can further express it into Eq. (64).
Alternatively, we can use the kernel expressed in Eq. (27) to
evaluate

[∣n⟩⟨m∣]s = Tre[∣n⟩⟨m∣ŵs(Ω)] = rs⟨Ω∣n⟩⟨m∣Ω⟩,

then using the definition of ⟨n∣Ω⟩ [Eq. (18)] to get

[∣n⟩⟨m∣]s =
√

(Θn −Θn−1 +
rs

N
)(Θm −Θm−1 +

rs

N
) ⋅

n−1

∏
k=m

e−iφk ,

(64)

where [∣m⟩⟨n∣]s is the complex conjugate of Eq. (64). Note that
{θn} ∈ [0, π]; thus, all the sin(θk/2) and cos(θk/2) in Eq. (63) are
the square root of Eq. (64) gives non-negative result.

To obtain the focused initial conditions for an initially popu-
lated state ∣n⟩, one requires that46

[∣n⟩⟨n∣]s = 1; [∣j⟩⟨j∣]s = 0, (j ≠ n). (65)

As Eq. (62) is recursive, we derive the expression starting from
state 1 toward state N, and obtain the values of the {Θj} as

Θj<n = −
j

N
; Θj≥n =

N − j
N

. (66)

More generally, when focusing on any combination of state with, for
each state ∣ j⟩ an initial population Pj (such that∑N

j=1Pj = 1), we have
the expression

Θj =

j

∑
k=1

Pk −
j

N
, (67)

where the proof is provided in the supplementary material, Sec. V A.
The above focused initial conditions only affect angles {θj} for
j ∈ {1, . . . , N − 1}, whereas the {φj} angles are sampled randomly in
the range [0, 2π]. This effectively evaluates the integrals over {θj},
but leaves the original integrals over {φj}. From Eq. (61), we further
derive the expression of the angles {θn} as follows:

cos θn = 1 − 2(
N − n

N
−

Θn

rs
), n = 1, (68a)

cos θn = 1 −
2(N−n

N − Θn
rs
)

∏
n−1
k=1 sin2 θk

2

, 2 ≤ n ≤ N − 1. (68b)

The sines in the denominator of Eq. (68b) can only be zero for s = Q,
and in this case the equation for cos θn is expressed in Eq. (68a).

From the above equations, we note that any angle θn only depends
on Θn and on the angles {θj} for j < n. Thus, the focused initial
conditions in Eq. (66) [or more generally, Eq. (67)] can be used to
recursively generate values of θn based on Eq. (68).

In terms of the conjugate MMST mapping variables, the
corresponding focused initial conditions in Eq. (65) are

q2
n + p2

n = 2 + γ; q2
j + p2

j = γ, (j ≠ n) (69)

based on the expression of the estimator in Eq. (D9). These are
the focused initial conditions proposed in the recently developed
spin-LSC approach.46 However, the latter focused conditions do not
provide any specific choice of {φj} in generalized Euler angle vari-
ables [see Eq. (18)], and based on the expression of dΩ [Eq. (21)],
it should be uniformly sampled. In principle, any algorithm that
uses {qn, pn} should generate a uniform distribution of {φj} in the
range [0, 2π], required by the ∫ dΩ integral [see the expression of
dΩ in Eq. (21)]. In the spin-LSC approach, it is proposed that the
corresponding angle variable ϕn [Eq. (100b)] should be sampled uni-
formly, as the original MMST formalism suggested.9,23 We shall see
that φn = ϕn+1 − ϕn [Eq. (103)], thus randomly sampling ϕn is equiv-
alent to randomly sampling φn. Our rigorous theoretical framework
thus helps to justify the empirical choices made by the previous
simulation method.46

V. QUANTUM LIOUVILLIAN IN THE MIXED
WIGNER/STRATONOVICH–WEYL REPRESENTATION
A. Exact Liouvillian expression

In this section, we derive the exact expression of the quan-
tum Liouvillian L̂ in Eq. (56). Using the Heisenberg EOMs in the
Wigner/S–W representation, we can derive78

d
dt
[B̂]

ws
=

i
h̵
[Ĥ, B̂]

ws
≡ L̂[B̂]ws

=
2
h̵
[H0]w sin

Λ̂h̵
2
[B0]w

+
1

h̵N

N2
−1

∑
i=1
[Hi]w sin

Λ̂h̵
2
[Bi]w +

2rs

h̵

N2
−1

∑
i=1

Ωi

× ([Hi]w sin
Λ̂h̵
2
[B0]w + [H0]w sin

Λ̂h̵
2
[Bi]w)

+
rs

h̵

N2
−1

∑
i,j,k=1

dijk[Hj]wΩk sin
Λ̂h̵
2
[Bi]w

+
rs

h̵

N2
−1

∑
i,j,k=1

f ijk[Hj]wΩk cos
Λ̂h̵
2
[Bi]w, (70)

where we have explicitly used the property in Eq. (42) for the
S–W transform and the property of the Wigner transform [ÂB̂]

w

= [Â]
w

e−iΛ̵̂h/2
[B̂]

w
(see the supplementary material, Sec. IV for

details), and

Λ̂ =
←Ð
∂

∂P

Ð→
∂

∂R
−

←Ð
∂

∂R

Ð→
∂

∂P
(71)

is the negative Poisson operator associated with the nuclear
DOFs.75,79,80
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Based on Eq. (70), we identify a state-independent part and a
state-dependent part of the Liouvillian, acting, respectively, on the
state-independent and state-dependent components of the opera-
tor B̂. By rewriting the total time-derivative of operator [B̂]ws, we
have

d
dt
[B̂]

ws
=

d
dt
[B0 Î]ws

+
N2
−1

∑
i=1

d
dt
[Bi ⋅

1
h̵
Ŝi]

ws

=
d
dt
[B0]w +

N2
−1

∑
i=1

d
dt
([Bi]w ⋅ rsΩi)

≡ L̂0[B0]w + rs

N2
−1

∑
i=1

L̂i(Ωi[Bi]w). (72)

By comparing Eqs. (70) and (72), the state-independent
Liouvillian is expressed as

L̂0[B0]w ≡
2
h̵

Hs sin
Λ̂h̵
2
[B0]w, (73)

with Hs expressed as

Hs(R, P) = [Ĥ(R̂, P̂)]ws = [H0]w + rs

N2
−1

∑
j=1

Ωj[Hj]w

= H0(R, P) + rs

N2
−1

∑
j=1

ΩjHj(R). (74)

For the last line of the above equation, we have used the fact that
[Hi(R̂)]w = Hi(R) [see Eq. (11b) or Eq. (12) for its expression] and
[H0(R̂, P̂)]w = H0(R, P) because the Wigner transform of a func-
tion of position operator is the same function, and H0(R̂, P̂) only
contains P̂ up to the quadratic order.76

The state-dependent Liouvillian is expressed as

L̂i(rsΩi[Bi]w) ≡
1
h̵

⎡
⎢
⎢
⎢
⎢
⎣

(
1
N
Hi + 2rsΩiH0) sin

Λ̂h̵
2

+ rs

N2
−1

∑
j,k=1

dijkHjΩk sin
Λ̂h̵
2

+ rs

N2
−1

∑
j,k=1

f ijkHjΩk cos
Λ̂h̵
2

⎤
⎥
⎥
⎥
⎥
⎦

[Bi]w. (75)

We further identify two terms in L̂i as L̂i = L̂ e
i + L̂ n

i . The first term
evolves Ωi[Bi]w as follows:

L̂ e
i (rsΩi[Bi]w) ≡

1
h̵

rs

N2
−1

∑
j,k=1

f ijkHjΩk cos
Λ̂h̵
2
[Bi]w, (76)

where the leading term cos Λ̵̂h
2 ≈ 1 evolves only the spin mapping

variables. The second term evolves the nuclear DOFs through the
coupling between the spin mapping variables and the nuclear DOFs
as follows:

L̂ n
i (rsΩi[Bi]w) ≡

1
h̵
⎛

⎝

1
N
Hi + 2rsΩiH0 + rs

N2
−1

∑
j,k=1

dijkHjΩk
⎞

⎠

× sin
Λ̂h̵
2
[Bi]w. (77)

Naturally, if there is no state-dependent Hamiltonian
(Hs = [H0]w and ∀j, Hi = 0), the Liouvillian expression in Eq. (70)
reduces back to the original Wigner–Moyal series67 as follows:

d
dt
[B̂]

ws
= L̂
⎛

⎝
[B0]w + rs

N2
−1

∑
i=1

Ωi[Bi]w
⎞

⎠
, (78a)

L̂ = P
m
Ð→
∂R −

2
h̵

U0(R) sin(
h̵
2
←Ð
∂R
Ð→
∂P), (78b)

where the details of the derivation is provided in the supplementary
material, Sec. VI.

Furthermore, in the special case where there is no nuclear
dependency, the only remaining term in the Liouvillian
[Eq. (76)] is

L̂ e
i (rsΩi) =

1
h̵

rs

N2
−1

∑
j,k=1

f ijkHjΩk, (79)

which goes back, as expected, to the expression of the EOMs derived
by Hioe and Eberly37 given in Eq. (15).

To summarize, the TCF [Eq. (56)] with the exact Liouvillian is
expressed as

CAB(t) =
1

2πh̵Z ∫
dR∫ dP∫ dΩ[e−βĤ Â]

ws

×

⎡
⎢
⎢
⎢
⎢
⎣

eL̂ 0t
[B0]w + rs

N2
−1

∑
i=1

eL̂ itΩi[Bi]w

⎤
⎥
⎥
⎥
⎥
⎦

, (80)

where L̂0 and L̂i are expressed in Eqs. (73) and (75), respectively.
This is the first key result of this paper.

Note that this exact non-adiabatic Liouvillian based on the
SU(N) mapping formalism has a different expression compared to
the previous exact non-adiabatic Liouvillian based on the MMST
mapping formalism,81 due to the different symmetry used in the
mapping procedure. In particular, the current formalism might be
more advantageous as it avoids a double derivative term on the map-
ping variables [which couples higher-order derivatives of nuclear
and electronic motion; see Eq. (45) in Ref. 81]. This term is diffi-
cult to evaluate,82,83 but it does appears in all of the MMST based
non-adiabatic Liouvillians.74,81,82

B. Linearization approximation and the equations
of motion

So far, we have not made any approximation to the TCF
expression. Solving Eq. (80) will be as difficult as solving the exact
quantum dynamics, if not more. To simplify the task, we use the lin-
earized path-integral approximation,11,84 or equivalently, linearizing
the sines and cosines81 of Λ̂ in Eq. (70) as follows:

cos
Λ̂h̵
2
≈ 1 +O(h̵2

), sin
Λ̂h̵
2
≈

Λ̂h̵
2
+O(h̵3

). (81)
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This linearization approximation is equivalent to the approxima-
tion used in Linearized Semiclassical-Initial Value Representation
(LSC-IVR),11,85,86 with the difference that the current approach uses
the generalized spin mapping variables as opposed to the original
MMST mapping variables.8,10 The details of the derivation of the lin-
earization of the Liouvillian are given in the supplementary material,
Sec. VI.

Within the linearized approximation, we obtain the EOMs for
the state-independent component [in Eq. (73)] as follows:

d
dt
[B0]w ≈

⎡
⎢
⎢
⎢
⎢
⎣

P
m
Ð→
∂R −

⎛

⎝
∂RH0 + rs

N2
−1

∑
j=1

∂RHjΩj
⎞

⎠

Ð→
∂P

⎤
⎥
⎥
⎥
⎥
⎦

[B0]w. (82)

The state-dependent time-derivatives [in Eqs. (72) and (75)] after
the linearization approximation become

rs
d
dt
(Ωi[Bi]w) = rs

dΩi

dt
⋅ [Bi]w + rsΩi ⋅

d
dt
[Bi]w

≈
1
h̵

⎡
⎢
⎢
⎢
⎢
⎣

rs

N2
−1

∑
j,k=1

f ijkHjΩk + (2rsΩiH0 +
1
N
Hi)

×
Λ̂h̵
2
+ rs

N2
−1

∑
j,k=1

dijkHjΩk
Λ̂h̵
2

⎤
⎥
⎥
⎥
⎥
⎦

[Bi]w. (83)

Note that Ωi [see Eq. (23)] is an independent variable of the nuclear
DOFs, {R, P}. Thus, the first term on the right-hand side of Eq. (83),
which is independent of both R and P, must be equal to rs

dΩi
dt ⋅ [Bi]w,

whereas the remaining terms on the right-hand side of Eq. (83),
which in principle depends on R and P, must be equal to rsΩi ⋅
d
dt [Bi]w. This helps to identify the individual time derivatives for Ωi
as follows:

d
dt

Ωi =
1
h̵

N2
−1

∑
j,k=1

f ijkHjΩk, (84)

which is identical to Eq. (15), as well as time-derivative of [Bi]w as
follows:

d
dt
[Bi]w =

⎡
⎢
⎢
⎢
⎢
⎣

P
m
Ð→
∂R −

⎛

⎝
∂RH0 +

1
2NrsΩi

∂RHi

+
N2
−1

∑
j,k=1

dijk
Ωk

2Ωi
∂RHj

⎞

⎠

Ð→
∂P

⎤
⎥
⎥
⎥
⎥
⎦

[Bi]w. (85)

The Liouvillians acting on [B0]w [Eq. (82)] and on [Bi]w
[Eq. (85)] are different, which is the feature of the spin mapping for-
malism. We emphasize that these equations are, in principle, exact
for Hamiltonian with only linear state-dependent potentials Hk and
quadratic state-independent potential H0, such as the spin–boson
model and the conical intersection model. This is because under
such a condition, H0 is a function up to R2 and Hk is a linear
function of R, and thus the truncation in Eq. (81) becomes exact
because those higher order terms of Λ̂ will not act on H0 or Hk
in Eq. (70).

In the practical implementations of this approximation, such
as in the recently proposed spin-LSC,35 the nuclear DOFs were pro-
posed to be updated with the Liouvillian in Eq. (82). This should

be viewed as an independent approximation, in addition to the
linearized approximation expressed in Eq. (81). Future investiga-
tions will be carried out to develop new propagation schemes taking
into account the two Liouvillian components for a trajectory based
method.

C. Equations of motion with the Bloch vector
Thus, under the linearization approximation and using Eq. (82)

to propagate the nuclear DOFs, we have the following classical
EOMs, which is the second key result of this paper:

Ṙ =
P
m

, (86a)

Ṗ = −
∂H0

∂R
− rs

N2
−1

∑
k=1

∂Hk

∂R
Ωk = −

∂Hs(R, P)
∂R

, (86b)

d
dt

Ωi =
1
h̵

N2
−1

∑
j,k=1

f ijkHj(R)Ωk, (86c)

where Hs(R, P) is expressed in Eq. (74). The analytic expressions
of the structure constants fijk are provided in Eq. (A1). Note that
we choose to propagate the nuclear DOFs following the state-
independent Liouvillian L0 that leads to Eq. (82), not considering
the state-dependent Liouvillian L n

i that corresponds to Eq. (85).
The above EOMs can be viewed as the generalization of the N-
dimensional spin precession theory [Eq. (15)] of Hioe and Eberly,37

where the electronic–nuclear coupling is explicitly considered
here.

The above equations were recently proposed as the EOMs
for the Generalized Discrete Truncated Wigner Approximation
(GDTWA) approach54 by choosing rs =

√
N + 1 (or s =W). In that

work,54 the EOMs were argued as the classical limit of the Heisen-
berg EOMs for the corresponding operators R̂, P̂, and Ŝk. Here, we
present a rigorous derivation of these EOMs. One can propagate
quantum dynamics based on the EOMs outlined in Eq. (86). The
initial conditions for the electronic DOFs can be sampled based on
the phase space volume element in ∫ dΩ [Eqs. (21) and (22)], which
provides initial values of {θn} and {φn}, and then provide the values
of {Ωk} through Eqs. (B2)–(B4). The nuclear DOFs will be sam-
pled through the initial Wigner density [for example, [e−βĤ g ]

w
in

Eq. (60)]. These variables will be numerically propagated accord-
ing to EOMs in Eq. (86). The formal numerical scaling for solving
Eq. (86c) is O(N4

) due to the N2 dimensionality of both Hj and Ωk.
It is thus ideal to find alternative but equivalent EOMs that reduce
this scaling. Below, we derive three sets of linearized EOMs that are
equivalent to the EOMs in Eq. (86c).

VI. ALTERNATIVE EXPRESSIONS OF THE LINEARIZED
EQUATIONS OF MOTION
A. Equations of motion with the action-angle type
variables

In order to obtain equivalent EOMs in terms of the 2N − 2 vari-
ables, we want to find a set of canonical variables. We recognize that
in the two-state special case,36,87 the conjugate momentum of φ1 is
1
2 rs cos θ1 ≡ rsΩγ2 , where γ2 is the index of the diagonal generator

J. Chem. Phys. 157, 084105 (2022); doi: 10.1063/5.0094893 157, 084105-12

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp
https://www.scitation.org/doi/suppl/10.1063/5.0094893


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

[see Eq. (5c)]. Hence, we expect a conjugate momentum of any φn
being a combination of {Ωγj} for j ∈ {2, . . . , N}, which to the best of
our knowledge, is unknown in the literature. Based on this conjec-
tured conjugate relationship, we postulate the following Hamilton’s
EOMs:

rs

N

∑
j=1

Cn( j)
d
dt

Ωγj = −
∂Hs

∂φn
, (87a)

rs
d
dt

φn =
∂Hs

∂∑N
j=1Cn( j)Ωγj

, (87b)

where Hs is expressed in Eq. (74). Here, Cn( j) is the coefficient
depending on the index of the generator γj, and the index of the
conjugate general coordinate φn. Using Eq. (86c) and our closed for-
mulas for the structure constants of su(N) (see Appendix A), we
derive the coefficients as follows:

Cn(j ≤ n) = 0; Cn(j > n) = n
√

2
j(j − 1)

, (88)

the derivation can be found in Appendix C. The general expression
of the conjugate variable of φn for N-state systems, considering the
coefficients found above, is

n ⋅ rs

N

∑
j=n+1

√
2

j(j − 1)
Ωγj ≡ Θn, (89)

which exactly corresponds to the variable Θn defined in Eq. (61).
With the above finding, Eq. (87) can be rigorously expressed as

Θ̇n = −
∂Hs

∂φn
; φ̇n =

∂Hs

∂Θn
, (90)

with Hs expressed in Eq. (74), and the nuclear DOFs obey Eqs. (86a)
and (86b). Thus, we have discovered conjugate variables {Θn, φn}

that decompose the N2
− 1 coupled equations in Eq. (86c) into

2N − 2 coupled equations. In fact, Θn and φn play a similar role as the
“action” and the “angle” variables in the original Meyer–Miller map-
ping formalism.9 This is not very surprising, as the action variables
are related to the population of states, and Θn is directly related to
the population estimator [see Eq. (62)] and thus related to the action
variable [Eq. (100)] as well.

In order to derive the closed formula of the EOMs in Eq. (90)
with variables {Θn, φn}, we express the Hamiltonian in terms of
these variables. Using Eqs. (62) and (64), the mapping Hamiltonian
in Eq. (D13) (replacing R̂ to R upon nuclear Wigner transform) can
be expressed as

Hs =
P2

2M
+U0(R) +

N

∑
n=1
(Θn −Θn−1 +

1
N
) ⋅ Vnn(R)

+ 2
N

∑
n=2

n−1

∑
m=1

√

(Θn −Θn−1 +
rs

N
)(Θm −Θm−1 +

rs

N
)

× cos(
n−1

∑
k=m

φk) ⋅ Vnm(R), (91)

which is reminiscent of the Meyer–Miller mapping Hamiltonian in
the form of the action-angle variables9,23 [see Eq. (104)] and the

transformation to the Cartesian mapping variables {pn, qn} are pro-
vided in Eqs. (98a) and (98b). Note that we have assumed a purely
real Hamiltonian when expressing Eq. (91). The general form of the
mapping Hamiltonian can be found in Eq. (C7), and the two-state
special case of Eq. (91) is provided in Eq. (F12). More interest-
ingly, it seem that the early work of Miller and McCurdy34 had
suggested the same mapping Hamiltonian for N = 2 case (based
on the linear interpolation of Heisenberg correspondence princi-
ple), where Eq. (3.20) in Ref. 34 is equivalent to Eq. (F12) when
setting rs = 1.

Using the expression of Hs in Eq. (91), the Hamilton’s EOMs in
Eq. (90) can be expressed in Eq. (C8) of Appendix C. This EOM in
Eq. (C8) share a similar form of those original Meyer–Miller map-
ping EOMs expressed in the action-angle variables9 [see Eq. (105a)],
because the conjugate variables {Θn, φn} are closely related to the
Meyer–Miller action-angle variables [see Eqs. (102) and (103)]. The
advantage of using the conjugate variable relationship between Θn
and φn in Eq. (C8), instead of the EOMs expressed in Eq. (86c)
with {Ωj} is that, in the former case, there are 2N − 2 variables
to explicitly propagate, as opposed to the N2

− 1 variables of the
latter.

B. Equations of motion with the MMST mapping
variables

Instead of using conjugated variables {φn, Θn} [Eq. (E5)], one
can use {qn, pn} defined in Eq. (D4), which are also conjugated
variables.46 Here, we explicitly show this using the EOMs. The elec-
tronic EOMs in Eq. (86c) under the linearization approximation are
equivalent to the following equation:

ih̵
∂

∂t
ŵs = [V̂e(R), ŵs], (92)

where V̂e(R) is defined as

V̂e(R) =
1
h̵

N2
−1

∑
k=1

Hk ⋅ Ŝk (93)

and Hk(R) = 2
̵h Tre[Ĥ ⋅ Ŝk] =

2
̵h Tre[V̂e(R) ⋅ Ŝk]. Plugging the

expression of V̂e(R) [Eq. (93)] as well as the expression of ŵs
[Eq. (26)] into Eq. (92), one can easily verify its equivalence with
Eq. (86c).

We then re-express Eq. (92) using the kernel expressed in
Eq. (D7), leading to

ih̵
∂

∂t
(∑

na
cnc∗a ∣n⟩⟨a∣) = [V̂e(R),∑

mb
cmc∗b ∣m⟩⟨b∣],

which can be used to derive

ih̵ċn = ∑
m

Vnm(R) ⋅ cm (94)

and its complex conjugate equation. This means that Eq. (84) is
equivalent to the Ehrenfest dynamics for the electronic DOFs. The
nuclear force described in Eq. (86b), on the other hand, differs from
the Ehrenfest dynamics if rs ≠ 1(s ≠ Q).
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Using the transformation defined in Eq. (47), one can rewrite
the EOMs in Eq. (94) as the coupled equations for the conjugated
variables {qn, pn} as follows:88

q̇n = ∑
m

Vnm(R) ⋅ pm =
∂H
∂pn

, (95a)

ṗn = −∑
m

Vnm(R) ⋅ qm = −
∂H
∂qm

. (95b)

Thus, Eq. (95) can be viewed as the mapping equation corre-
sponding to the time-dependent Schrödinger’s equation, which is
equivalent to the mapping equation corresponding to the Quantum
Liouville–von Neumann equation in Eq. (86c) [also see Eq. (15)]. In
Eq. (95), the MMST mapping Hamiltonian is

H = P2

2M
+U0(R) +∑

n

1
2

Vnn(R)(q2
n + p2

n − γ)

+ ∑
n<m

Vnm(R)(qnqm + pnpm), (96)

where H [Eq. (96)] is equivalent to Hs(R, P) [Eq. (74)] through
the transform defined in Eq. (D4) [or equivalently in Eq. (47)].
The Hamiltonian H in Eq. (96) can be viewed as Eq. (48) with the
Wigner transform over only the nuclear DOFs. Furthermore, using
the transformation defined in Eq. (D4), the nuclear EOMs in Eq. (86)
can be expressed as

Ṙ =
∂H
∂P

, Ṗ = −
∂H
∂R

. (97)

Note that Eq. (95) are the classical Hamilton’s EOMs of H [Eq. (96)],
with the conjugated variables {qn, pn}.

Similarly, Eq. (C8) is also the Hamilton’s EOMs of Hs, with the
conjugate variables {Θn, φn}. Thus, the transformation that convert
Hs(Θn, φn) [Eq. (91)] to H(qn, pn) [Eq. (96)] is a canonical trans-
form that preserves the form of Hamilton’s EOMs. More specifically,
this canonical transformation that connects the generalized conju-
gate variables {Θn, φn} to the conjugate position and momentum is
expressed as

Θn = (
1
n
−

1
N
)

n

∑
m=1

1
2
(q2

m + p2
m) −

n
N

N

∑
m=n+1

1
2
(q2

m + p2
m), (98a)

φn = tan−1
(

pn+1 ⋅ qn − qn+1 ⋅ pn

qn+1 ⋅ qn + pn+1 ⋅ pn
), (98b)

where we have used the transform defined in Eq. (D4) to convert
Eq. (89) into Eq. (98a), and convert Eq. (E2) into Eq. (98b). The
inverse transform from {φn, θn} to the MMST mapping variables
{qn, pn} [based on Eq. (47)] are

qn =
√

2rs ⋅ Re[⟨n∣Ω⟩ ⋅ eiΦ
], (99a)

pn =
√

2rs ⋅ Im[⟨n∣Ω⟩⋅ eiΦ
], (99b)

where the explicit expression of ⟨n∣Ω⟩ as a function of {φn, θn} can
be found in Eq. (18).

Note that the EOMs in Eqs. (95) and (97) are identical to the
EOMs commonly used in the MMST mapping formalism.23,44 These
EOMs are also used in the spin-LSC approach,46 by the argument46

that they are Hamilton’s EOMs of H [Eq. (96)]. Here, we rigorously
prove that they are equivalent to the EOMs in Eq. (86), thus can be
derived as the linearization approximation from the exact quantum
Liouvillian [Eqs. (73) and (75)]. The 2N MMST mapping variables
are subject to a constraint given in Eq. (D11). Furthermore, there is
an overall phase factor among the {qn, pn} variables that does not
influence the dynamics [see Eq. (47)]. Thus, there are still 2N − 2
truly independent variables, in agreement with the 2N − 2 general-
ized Euler angle variables {φn, θn} or the 2N − 2 conjugate variables
{φn, Θn}. The EOMs with {qn, pn} in Eq. (95) are indeed analytically
simpler than the EOMs with {φn, θn} in Eq. (E9), making them more
appealing for practical implementations.

C. Connections among different formalisms
For these MMST variables, one often define action-angle

variables7,23,44
{ηn, ϕn} associated with the phase space mapping

variables as follows:

ηn =
1
2
(q2

n + p2
n − γ), (100a)

ϕn = tan−1
(

pn

qn
), (100b)

or the inverse transform

qn = ηn ⋅ cos ϕn; pn = ηn ⋅ sin ϕn. (101)

Thus, Θn in Eq. (98a) is a function of the action variables {ηn} [as
we already expected from the expression in Eq. (91)], and φn in
Eq. (98b) is a function of the MMST angle variables {ϕn}. In fact,
using Eqs. (62) and (D9) [as well as the definition of ηn in Eq. (100a)],
we have

ηn = Θn −Θn−1 +
1
N

. (102)

Furthermore, we can plug Eq. (101) into Eq. (98b) and obtain

φn = tan−1
(

sin ϕn+1 ⋅ cos ϕn − cos ϕn+1 ⋅ sin ϕn

cos ϕn+1 ⋅ cos ϕn + sin ϕn+1 ⋅ sin ϕn
)

= tan−1
(

sin(ϕn+1 − ϕn)

cos(ϕn+1 − ϕn)
) = ϕn+1 − ϕn. (103)

Thus, the meaning of φn is the phase difference for state ∣n⟩ and
state ∣n + 1⟩ in the angle variables of the MMST mapping formal-
ism. This explains why numerically one can also uniformly sample
the angle ϕn in the MMST mapping,46 which is equivalent to the
uniform sampling of φn.

Moreover, it is well-known that the MMST Hamiltonian
[Eq. (96)] can also be expressed as the action-angle variables
[Eq. (100) or Eq. (101)] as9,23
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H = P2

2M
+U0(R) +∑

n
Vnn(R) ⋅ ηn

+ 2∑
m<n

Vnm(R)
√

(ηn +
γ
2
)(ηm +

γ
2
) cos(ϕn − ϕm), (104)

and the corresponding EOMs as9

η̇n = −
∂H
∂ϕn

= 2∑
m<n

√

(ηn +
γ
2
)(ηm +

γ
2
) ⋅ sin(ϕn − ϕm) ⋅ Vnm(R), (105a)

ϕ̇n =
∂H
∂ηn

= ∑
m<n

¿
Á
ÁÀηm +

γ
2

ηn +
γ
2
⋅ cos(ϕn − ϕm) ⋅ Vnm(R). (105b)

These EOMs are closely related to those in Eq. (C8) that are
expressed in {Θn, φn} variables. Actually, using Eqs. (102) and (103),
one can easily verify that H(Θ, φ) of Eq. (91) is equivalent to
H(η, ϕ) of Eq. (104) [by noticing rs = 1 +Nγ/2; see Eq. (D6)].

VII. COMPUTATIONAL DETAILS
Here, we provide the computational implementation of the

method. Details of the model systems as well as the initial condi-
tions of the simulations are provided in the supplementary material,
Sec. VII.

Using the EOMs expressed in Eq. (86) or Eq. (C8) and the
out-of-equilibrium TCF expressions that we derived in Eq. (60), we
can apply the linearized spin mapping approach to study the non-
adiabatic dynamics of model systems. Here, we briefly summarize
the details of the propagation algorithm. In this paper, we present
numerical results with both sampled and focused initial conditions.
The sampling of {θn} or {Θn} and {φn} is done over the phase
space volume element ∫ dΩ defined in Eqs. (21) and (22), through
a Metropolis–Hasting algorithm. The results are presented using
rs = rs = rW. The focused initial conditions and the procedure are
described in Sec. IV C. To propagate the dynamics, we use the sim-
ple Verlet algorithm because of the conjugate relation between Θn

and φn [see Eq. (E5)], as well as the relation between Θ̇n and θ̇n in
Eq. (E5a) [to use the EOMs in Eq. (E9)].

First, the generalized conjugate variables {φn, Θn} are propa-
gated by a half time-step, which is done using the Verlet algorithm
as follows:

Θn(t +
Δt
4
) = Θn(t) + Θ̇n(t)

Δt
4

, (106a)

φn(t +
Δt
2
) = φn(t) + φ̇n(t +

Δt
4
)

Δt
2

, (106b)

Θn(t +
Δt
2
) = Θn(t +

Δt
4
) + Θ̇n(t +

Δt
2
)

Δt
4

, (106c)

or equivalently with θn instead of Θn, where θ̇n and φ̇n are expressed
in Eqs. (E9a) and (E9b) and Θ̇n and φ̇n in Eqs. (C8a) and (C8b). In

theory, it is possible to have a singular value for θ̇n [Eq. (E9a)] or
φ̇n [Eq. (C8b)] due to a possible zero value of the denominator. In
practice, for the calculations performed in this study, this situation
rarely occurs for the sampled initial condition for s =W approach
but may happen for the first time-step of the focused initial condi-
tions with the choice of s = Q. Nevertheless, for the time-step where
this situation occurs, one can switch back to Eq. (86c) to avoid these
rare numerical singularities in θ̇n. In this case, one can switch to use a
Verlet algorithm with Ω̇i and Ω̈i =

1
̵h∑

N2
−1

j,k=1 f ijkHjΩ̇k, or to the MMST
variables by propagating Eq. (95).

The above half-propagation step for the electronic DOFs
is followed by a propagation of the nuclear variables using the
Verlet algorithm

P(t +
Δt
2
) = P(t) + Ṗ(t)

Δt
2

, (107a)

R(t + Δt) = R(t) + Ṙ(t +
Δt
2
)Δt, (107b)

P(t + Δt) = P(t +
Δt
2
) + Ṗ(t + Δt)

Δt
2

, (107c)

and finally by the second half time-step of the mapping variables
{φn, θn} with a similar Verlet scheme as outlined in Eq. (106). Thus,
in principle, the non-adiabatic mapping dynamics in the SU(N)
representation does not need the MMST mapping variables.

On the other hand, an alternative but numerically simpler way
to propagate dynamics (compare to solving the dynamics using
{Θn, φn} variables) is to obtain the initial values of the angles for
{φn, θn} through either the sampling or focusing approach described
in Sec. IV, then transform them into the MMST Cartesian map-
ping variables {qn, pn} through Eq. (99), and directly propagate the
EOMs with these MMST variables through Eqs. (95) and (97). This
is an easier approach to implement into computer code because these
equations are simpler than the corresponding EOMs for {φn, θn} or
{φn, Θn}. In addition, there are several previously developed sym-
plectic integrators21,89 to propagate these EOMs, which one can take
advantage of. Our numerical tests suggest that identical numerical
accuracy of the results are generated from this approach and the
approach in Eq. (106).

VIII. RESULTS AND DISCUSSIONS
In this section, we refer to the linearized method in the SU(N)

mapping formalism as the spin mapping (SM) approach, with
the EOMs described in Eq. (86), or equivalently, in Eq. (E9) or in
Eq. (95). Here, we compare the numerical results obtained from the
spin mapping formalism with other methods, including the
LSC-IVR11,85,86 as well as the simple trajectory Ehrenfest
method.90–92 Note that the current spin mapping approach is
derived entirely based on the SU(N) formalism, without the
necessity to convert back to the Cartesian mapping variables of
the MMST formalism that spin-LSC uses. Nevertheless, we found
that the current approach generates numerically similar results
compared to spin-LSC.35,46 As we have discussed, the underlying
EOMs for the generalized spin mapping approach (within the
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linearization approximation) are identical to Ehrenfest dynamics
and the MMST-based approach under a specific choice of rs.
Nuclear initial conditions for all of these methods are also obtained
from the Wigner transform of the initial nuclear density operator.
In the supplementary material, Sec. IX, we provide the connection
and difference of several previously developed methods with the
current method in the language of the SU(N)mapping formalism.

Figure 2 presents the population dynamics ⟨σz(t)⟩ = C1σz(t)
for a 1D spin–boson model,93 with a Hamiltonian Ĥ = ( P̂ 2

2m
+ 1

2 mω2R̂ 2
) Î +

√
2ζR̂σ̂z + Δσ̂x. We choose 2Δ = ω = m = 1 and

increasing values of the coupling strength parameter, the temper-
ature is chosen in order to have β = 16, and the coupling para-
meter is ξ = 0.1. The initial electronic state is prepared on state ∣1⟩.
A time-step of dt = 0.01 a.u. and 104 (focused initial condi-
tions) and 105 (sampled initial conditions) are used. The pop-
ulation dynamics of the spin mapping approach are compared
to the numerically exact calculations (red dots), LSC-IVR (blue),
and Ehrenfest dynamics (green). The results obtained from the
SM approach (with both sampled and focused initial conditions)
are in a very good agreement with the exact calculations. Addi-
tional results with regular spin–boson models (which has bath
and spectral density) are provided in the supplementary material,
Sec. VIII.

The LSC-IVR approach and the Ehrenfest dynamics in Fig. 2,
on the other hand, capture the initial electronic oscillations but fail
to reproduce the longer time recurrence. This less accurate longer
time dynamics from LSC-IVR or Ehrenfest was thought93 to be
caused by the zero point energy (ZPE) leakage problem associated
with the classical Wigner dynamics of the nuclear DOF,94,95 which
is typical for linearized path-integral approaches based on the clas-
sical Wigner dynamics.71,84,96 The ZPE leakage originates from the
fact that classical dynamics does not preserve the ZPE incorporated

FIG. 2. Population dynamics of the 1D spin boson models, obtained from focused
initial conditions (top panel) and sampled initial conditions (bottom panel). The
spin-mapping results (black solid lines) are compared against the LSC-IVR (blue
dashed lines), Ehrenfest (green dashed lines), and exact results (red dots).

in the nuclear initial Wigner distribution,94,95 causing an incorrect
energy flow from the nuclear DOF to the electronic DOFs,97 equal-
izing the longer time populations and giving ⟨σz(t)⟩ = 0. In our
previous work on non-adiabatic ring polymer molecular dynamics
(RPMD),93 we have shown that quantizing the nuclear DOF with
a ring polymer can effectively incorporate nuclear quantum dis-
tribution and alleviate ZPE leaking problem, even when using the
MMST mapping formalism. Here, our numerical results suggest that
by using the SU(N) mapping formalism that exactly preserves the
size of the electronic Hilbert space, this problem can be largely alle-
viated, compared to the traditional MMST mapping formalism that
can get outside of the singly excited oscillator (SEO) mapping sub-
space, even though the classical Wigner type of dynamics is used
for the nuclear DOF. Additional results with a larger system-bath
coupling parameter ξ are presented in the supplementary material,
Sec. VIII.

Figure 3 presents the population dynamics of state ∣2⟩ in the
pyrazine model.99 For the spin mapping results presented here, we
used 105 trajectories for the sampled initial condition and 104 for
the focused initial condition, and a nuclear time-step of dt = 0.5 a.u.
as well as a mapping time-step of dtmap = dtnuc/16. The results are
obtained from the current spin mapping approach (red solid) with
both focused and sampled initial conditions and compared to Ehren-
fest dynamics (green dash), as well as to the recently developed Gen-
eralized Discrete Truncated Wigner Approximation (GDTWA)54

approach (blue dashed line). The spin mapping approach gen-
erates very accurate population dynamics compared to the exact
results, regardless of the initial conditions of the mapping vari-
ables, although the early dynamics is slightly more accurate when
focusing the initial conditions, while the long-time dynamics seems
closer to the exact result when using the sampled initial conditions.
The current spin mapping approach perfectly coincides with the

FIG. 3. Population dynamics of the pyrazine model with focused (upper panel)
and sampled initial conditions (lower panel) for the spin mapping approach. The
results obtained from spin mapping (black solid lines) are compared to the Ehren-
fest method (green dashed line), the GDTWA approach54 (blue dashed line), and
exact results (red solid line).
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FIG. 4. Electronic populations of the benzene cation model, obtained from (a) Ehrenfest dynamics, (b) spin mapping formalism with focused initial condition, (c) fewest
switches surface hopping (FSSH) as obtained from Ref. 98, and (d) spin mapping with sampled initial conditions. The population dynamics of state 1 (red), state 2 (blue),
and state 3 (green) are presented (dashed lines) and compared to exact dynamics (solid lines).

GDTWA approach when focused initial conditions are used and is
close when sampled initial conditions are used. This was expected
as it was claimed54 that, in the GDTWA approach, the discrete sam-
pling of the phase space is the key to provide more accurate results
compared to the spin mapping formalism when N > 2 states are

considered, and for N = 2, those two approaches (GDTWA and
focused spin-LSC) are equivalent.

Figure 4 presents the numerical results of a three-state model
for the benzene radical cation.100,101 Same number of trajecto-
ries and time-step are used as for the pyrazine model. This is a

FIG. 5. Diabatic potential energy surfaces (top panels) and the population dynamics (bottom panels) for the three-state coupled Morse models (a) IA, (b) IB, and (c) IC.
Details of the model are provided in the supplementary material, Sec. VII. The vertical black arrows in top panels indicate the Franck–Condon vertical photo-excitations.
State 1 (red), state 2 (blue), and state 3 (green) populations are calculated with the focused spin-mapping approach (solid lines), and compared with the Ehrenfest dynamics
(dashed lines) as well as the exact results (dots).
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particularly challenging model due to the multi-state dynamics and
the presence of conical intersection, especially for traditional mixed
quantum–classical (MQC) methods such as Ehrenfest [panel (a)]
and Fewest Switches Surface Hopping (FSSH)3 [panel (c)], both of
which generate less accurate population dynamics.98 The spin map-
ping formalism, on the other hand, gives almost quantitatively accu-
rate dynamics for this challenging system. While the focused initial
conditions provide slightly more accurate short-time dynamics up
to 150 fs [panel (b)], the sampled initial conditions seem to generate
population closer to the exact result at a longer time. An additional
figure comparing the results obtained from the recently developed
γ-symmetrical quasi-classical (SQC) method102 is presented in the
supplementary material, Sec. VIII, which demonstrates that the cur-
rent linearized spin mapping approach slightly outperforms the
γ-SQC method,102 both of which, on the other hand, are more accu-
rate than traditional MQC methods such as Ehrenfest dynamics and
FSSH.103

Figure 5 presents the results of population dynamics in the
three-state coupled Morse potential.12 Here, we present the spin
mapping results only using focused initial conditions (solid lines).
A time-step of 1 a.u. and 105 to 5 × 105 trajectories were used. The
sampled initial conditions for spin mapping variables generates less
accurate population as the initial nuclear force does not respect the
physical occupancy of the electronic states.102 This has been exten-
sively discussed in the recent work on trajectory-adjusted electronic
zero point energy in classical Meyer–Miller vibronic dynamics.102

Nevertheless, the population dynamics of the spin mapping method
with the focused initial conditions give almost exact results com-
pared to the numerically exact calculations (dots) and outperform
Ehrenfest dynamics (dashed lines). The spin mapping approach
generates both accurate short time branching dynamics among
three states as well as long time plateau value of the population,
which is almost exact for models presented in panels (a) and (c).
For the model presented in panel (b), the spin mapping formal-
ism slightly outperforms the state-of-the-art γ−SQC approach,102

as well as the non-adiabatic ring polymer molecular dynamics
approach.93

IX. CONCLUSION
We present the rigorous analytical derivation of the non-

adiabatic dynamics using the generators (generalized spin matrices)
of the su(N) Lie algebra, which was first introduced by Runeson and
Richardson.35,46 Applying the S–W transform on the SU(N)-based
mapping Hamiltonian provides the continuous variables (general-
ized spin coherent states) that can be viewed as the angle variables
on a multi-dimensional Bloch sphere (or so-called general Euler
angles51,52), hence establishing a mapping between discrete elec-
tronic states and continuous variables. The main advantage of the
SU(N) representation is that the corresponding S–W transform
exactly preserves the identity operator in the N dimensional Hilbert
space,46 as opposed to the MMST formalism where the identity
is not preserved through the mapping and there is an ambiguity
of how to evaluate it.22 This is because the MMST representa-
tion has a larger size of Hilbert space (that contains other states
outside the single excitation manifold of the mapping oscillators)
compared to the original electronic subspace, which then requires
a projection back to the single excitation subspace of the mapping

oscillators to obtain accurate results. The SU(N) representation,
on the other hand, completely alleviates these problems and is the
most natural way to map a N-level system into a classical phase
space. More discussions can be found in the supplementary material,
Sec. IX.

Using a mixed Wigner/S–W formalism, we derive a gen-
eral expression of the time-correlation function, where the Wigner
representation is used for the nuclear DOFs, and the S–W trans-
form is applied to the generalized spin matrices associated with
the electronic DOFs. We obtain the expression of the exact quan-
tum Liouvillian in this formalism. Further making a linearization
approximation, we obtain a set of EOMs that describe the coupled
dynamics between the electronic and nuclear DOFs. We further
connect EOMs with different mapping variables, including the spin
coherence state variables, generalized Bloch spherical coordinates,
as well as the MMST mapping variables. We formally establish
the equivalence of these EOMs with different mapping variables.
We also connect a variety of previously developed methods with
the current formalism in the language of the SU(N) mapping
formalism. A detailed summary of the theoretical contribution of
the current work can be found in the supplementary material,
Sec. X.

Finally, we perform numerical simulations to assess the accu-
racy of the generalized spin mapping approach under the lin-
earization approximation. We compute the population dynam-
ics of systems with multiple electronic states coupled to the
nuclear DOFs, including a 1D spin–boson model system, two con-
ical intersection models, and an anharmonic three-state Morse
model for photo-dissociation dynamics. The current formalism pro-
vides an excellent agreement compared to the numerically exact
results, and a significant improvement compared to the Ehren-
fest dynamics or LSC-IVR, which is based on the MMST mapping
formalism.

Overall, the theoretical framework presented in this work
provides a rigorous foundation to formally derive non-adiabatic
quantum dynamics approaches with continuous mapping variables.

SUPPLEMENTARY MATERIAL

See the supplementary material for the details of the proofs
in the structure constant derivations in Secs. I and II; proof of the
infinitesimal volume element of su(N) in Sec. III; proof of prop-
erties of the Stratonovich–Weyl transformation in Sec. IV; Proofs
related to Θn in Sec. V; details on the linearization of the Liouvil-
lian in Sec. VI; parameters of the model system presented in Sec.
VII; additional numerical results in Sec. VIII; connection with pre-
vious methods in Sec. IX; and theoretical contribution of this work
in Sec. X.
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APPENDIX A: ANALYTIC EXPRESSION
OF THE STRUCTURE CONSTANTS

Despite the extensive usage and the crucial role these structure
constants play in modern physics, to the best of our knowledge,104

there is no analytic expression (closed formulas) of fijk and dijk. Here,
we derive closed analytic formulas for these structure constants
without requiring any matrix multiplication or involving the gen-
erator expressions. Their analytic expressions are listed in Eq. (A1)
(for fijk) and Eq. (A2) (for dijk). The detailed derivation is presented
in the supplementary material, Secs. I and II.

All of the non-zero totally anti-symmetric structure constants
are expressed as follows:

fαnmαknβkm = fαnmαnkβkm = fαnmαkmβkn =
1
2

,

fβnmβkmβkn =
1
2

,

fαnmβnmγm = −

√
m − 1

2m
, fαnmβnmγn =

√
n

2(n − 1)
,

fαnmβnmγk =

√
1

2k(k − 1)
, m < k < n.

(A1)

All the non-zero totally symmetric structure constants as
follows:

dαnmαknαkm = dαnmβknβkm = dαnmβmkβnk =
1
2

,

dαnmβnkβkm = −
1
2

,

dαnmαnmγm = dβnmβnmγm = −

√
m − 1

2m
,

dαnmαnmγk = dβnmβnmγk =

√
1

2k(k − 1)
, m < k < n,

dαnmαnmγn = dβnmβnmγn =
2 − n

√
2n(n − 1)

,

dαnmαnmγk = dβnmβnmγk =

√
2

k(k − 1)
, n < k,

dγnγkγk =

√
2

n(n − 1)
, k < n,

dγnγnγn = (2 − n)
√

2
n(n − 1)

.

(A2)

We hope that these expressions can be widely used for analyt-
ical and computational interest in physics, as they are valid for
any dimension N of the su(N) Lie algebra without needing to
explicitly compute the commutation and anti-commutation rela-
tions [through Eq. (9)], which requires laborious effort of combining
the N2

− 1 different generators of su(N).

APPENDIX B: COHERENT STATE BASIS
AND EXPECTATION VALUE OF THE SPIN OPERATOR

The expansion coefficients of the coherent state basis in the
N-level diabatic basis are46,50

⟨n∣Ω⟩N =

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⟨n∣Ω⟩N−1, 1 ≤ n < N − 1,

⟨N − 1∣Ω⟩N−1 cos
θN−1

2
, n = N − 1,

⟨N − 1∣Ω⟩N−1 sin
θN−1

2
, n = N,

(B1)

where ⟨1∣Ω⟩1 = 1, and for N > 1, the spin coherent states are defined
recursively. This is equivalent to the expression in Eq. (18).

Using the definition of the spin coherent states presented here
[or defined in Eq. (18)] and the definition of the generators of su(N)
in Eqs. (2)–(4), we can derive a general expression of the expectation
value of the spin operators. The expression of the expectation value
of the symmetric spin operator is

h̵Ωαnm ≡ ⟨Ω∣Ŝαnm ∣Ω⟩

=
h̵
2
⎛

⎝
cos

θm

2

m−1

∏
j=1

e−iφj sin
θj

2
cos
(1 − δnN)θn

2

n−1

∏
k=1

eiφk

× sin
θk

2
+ cos

θm

2

m−1

∏
j=1

eiφj sin
θj

2
cos
(1 − δnN)θn

2

×
n−1

∏
k=1

e−iφk sin
θk

2
)

= h̵
m−1

∏
j=1

sin2 θj

2
cos

θm

2

n−1

∏
k=m

sin
θk

2
cos
(1 − δnN)θn

2

× cos(
n−1

∑
l=m

φl), (B2)
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where 1 ≤ m < n ≤ N. When m = 1,∏m−1
j=1 sin2 θj

2 is replaced by 1.
Similarly, for the anti-symmetric spin operator, we have

h̵Ωβnm ≡ ⟨Ω∣Ŝβnm ∣Ω⟩

= h̵
m−1

∏
j=1

sin2 θj

2
cos

θm

2

n−1

∏
k=m

sin
θk

2
cos
(1 − δnN)θn

2

× sin(
n−1

∑
l=m

φl), (B3)

and when m = 1, the term∏m−1
j=1 sin2 θj

2 is replaced by 1.
For the diagonal spin operator, there is only one index 1 < n

≤ N and the expression is

h̵Ωγn ≡ ⟨Ω∣Ŝγn ∣Ω⟩

=
h̵

√
2n(n − 1)

⎛

⎝

n−1

∑
j=1

cos2 θj

2

j−1

∏
k=1

sin2 θk

2

+ (1 − n)cos2 (1 − δnN)θn

2

n−1

∏
j=1

sin2 θj

2
⎞

⎠
, (B4)

where∏j−1
k=1 sin2 θk

2 is replaced by 1 when n = 2 (or j = 1).

APPENDIX C: DERIVATION OF THE CONJUGATE
RELATIONSHIP BETWEEN φ AND Θ

We begin with the proposed conjugate relation

rs

N

∑
j=1

Cn( j)
d
dt

Ωγj = −
∂Hs

∂φn
, (C1a)

rs
d
dt

φn =
∂Hs

∂∑N
j=1Cn( j)Ωγj

(C1b)

and compute −∂Hs
∂φn

[using Eqs. (B2) and (B3)] as follows:

−
∂Hs

∂φn
= rs

N

∑
j=n+1

n

∑
k=1
(Hαjk Ωβjk −Hβjk Ωαjk), (C2)

and compare it to rs∑
N
j=1Cn( j) d

dt Ωγj [using Eq. (84)] to determine
the coefficients Cn( j). We derived in Appendix A the closed for-
mulas for the structure constants of su(N) and hence can explicitly
express the derivatives of Eq. (84) as

d
dt

Ωγj =
1
h̵

⎡
⎢
⎢
⎢
⎢
⎣

√
j

2(j − 1)

j

∑
k=1
(Hαjk Ωβjk −Hβjk Ωαjk)

−

√
j − 1

2j

N

∑
k=j+1
(Hαkj Ωβkj −Hβkj Ωαkj)

+

√
1

2j(j − 1)

N

∑
k=j+1

j−1

∑
l=1
(Hαkl Ωβkl −Hβkl Ωαkl)

⎤
⎥
⎥
⎥
⎥
⎦

. (C3)

Starting from φn, n = 1, and solving iteratively Eq. (C1a) for every
element Hαkl Ωβkl −Hβkl Ωαkl (from k = 2, l = 1 and ascending) until

deducing the expression of the coefficients C1( j), then using
the same approach for n > 1, we obtain a formula that can be
generalized, hence an expression for any coefficient

Cn(j ≤ n) = 0; Cn(j > n) = n
√

2
j(j − 1)

. (C4)

Furthermore, the analytical expression of the time derivative of
the symmetric generators is (we write n + 1 ≡ k for convenience)

d
dt

Ωαk,n =
1
h̵

⎡
⎢
⎢
⎢
⎢
⎣

√
n − 1

2n
(Hγn Ωβkn −Hβkn Ωγn)

−

√
n + 1

2n
(Hγk Ωβkn −Hβkn Ωγk)

+
1
2

n−1

∑
j=1
(Hβnj Ωαkj −Hαkj Ωβnj

−Hαnj Ωβkj +Hβkj Ωαnj) +
1
2

N

∑
l=n+2
(Hαln Ωβlk

−Hβlk Ωαln −Hβln Ωαlk +Hαlk Ωβln)], (C5)

and the time derivative of anti-symmetric generators are

d
dt

Ωβkn =
1
h̵

⎡
⎢
⎢
⎢
⎢
⎣

√
n + 1

2n
(Hγk Ωαkn −Hαkn Ωγk)

−

√
n − 1

2n
(Hγn Ωαkn −Hαkn Ωγn)

+
1
2

n−1

∑
j=1
(Hαnj Ωαkj −Hαkj Ωαnj +Hβnj Ωβkj

−Hβkj Ωβnj) +
1
2

N

∑
l=n+2
(Hαln Ωαlk −Hαlk Ωαln

+Hβln Ωβlk −Hβlk Ωβln)

⎤
⎥
⎥
⎥
⎥
⎦

, (C6)

where the elements of the sum are null when the conditions cannot
be satisfied.

Using Eqs. (62) and (64), the mapping Hamiltonian in Eq. (74)
can be expressed as

Hs = H0 +
N

∑
n=2

n−1

∑
m=1

√

(Θn −Θn−1 +
rs

N
)(Θm −Θm−1 +

rs

N
)

× (Hαnm cos(
n−1

∑
k=m

φk) +Hβnm sin(
n−1

∑
k=m

φk))

+
N

∑
n=2

Hγn

⎛

⎝

√
n

2(n − 1)
Θn−1 −

√
n − 1

2n
Θn
⎞

⎠
. (C7)

Under the special case of a purely real Hamiltonian (Hβnm = 0), the
above mapping Hamiltonian is expressed as Eq. (91) of the main
text.
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Using the expression of Hs in Eq. (91), the Hamilton’s EOMs in
Eq. (90) can be expressed in details as follows:

Θ̇n = −
∂Hs

∂φn
= 2

N

∑
l=n+1

n

∑
m=1

Vlm(R)
√

(Θl −Θl−1 +
rs

N
)

×

√

(Θm −Θm−1 +
rs

N
) ⋅ sin(

l−1

∑
k=m

φk), (C8a)

φ̇n =
∂Hs

∂Θn
= Vnn(R) − Vn+1,n+1(R)

+

⎡
⎢
⎢
⎢
⎢
⎣

N

∑
m≠n

Vnm(R)

¿
Á
ÁÀΘm −Θm−1 +

rs
N

Θn −Θn−1 +
rs
N

⋅ cos
⎛

⎝

max{m,n}−1

∑
k=min{m,n}

φk
⎞

⎠
−

N

∑
m≠n+1

Vnm(R)

×

¿
Á
ÁÀΘm −Θm−1 +

rs
N

Θn+1 −Θn +
rs
N
⋅ cos
⎛

⎝

max{m−1,n}

∑
k=min{m,n+1}

φk
⎞

⎠

⎤
⎥
⎥
⎥
⎥
⎦

,

(C8b)

where the nuclear DOFs obey Eqs. (86a) and (86b). The two-state
special case of the above EOMs are provided in Eq. (F13).

APPENDIX D: CONNECTIONS WITH THE MMST
MAPPING HAMILTONIAN

Following the previous work of spin mapping,46 we express the
expansion coefficients ⟨n∣Ω⟩ in Eq. (17) [with detailed expressions in
Eq. (18)] into its real and imaginary parts. To this end, we introduce
a constant global phase variable eiΦ to all of the coefficients ⟨n∣Ω⟩,
with the range Φ ∈ (0, 2π), and define46,69

cn = ⟨n∣Ω⟩ ⋅ eiΦ
=

1
√

2rs
(qn + ipn), (D1)

where we introduced qn/
√

2rs as the real part of cn and pn/
√

2rs as
the imaginary part of cn. This phase eiΦ is a constant. The transfor-
mation in Eq. (D1) provides the connection between a given pair of
qn and pn and the angle variables of the generalized spin coherent
states {θn, φn} through Eq. (18). Because we want to convert 2N − 2
real independent variables of {θn, φn} into 2N variables {qn, pn}

that are subjects to a total population constraint [see Eq. (D11) or
Eq. (D12)], we need to introduce one more independent variable
eiΦ to define {qn, pn}. Furthermore, this phase is necessary to intro-
duce q1 and p1 variables because ⟨1∣Ω⟩ = cos θ1

2 in Eq. (18) is purely
real.105

Using the coefficients defined in Eq. (D1), the expectation value
of the spin operator [Eq. (23)] is expressed as

h̵Ωk = ⟨Ω∣Ŝk∣Ω⟩ = ∑
n,m

e−iΦ
⋅ ⟨Ω∣n⟩⟨n∣Ŝk∣m⟩⟨m∣Ω⟩ ⋅ eiΦ

= ∑
n,m
⟨n∣Ŝk∣m⟩ ⋅ c∗n cm, (D2)

which is commonly referred to as the components of the generalized
Bloch vector in N2

− 1 dimensions.37,39,40 Note that the global phase

cancels in any physical expectation values, such that it is not explic-
itly present in hΩk. Using the transform defined in Eqs. (D1) and
(D2) becomes

2rsΩk = ∑
n,m
⟨n∣Ŝk∣m ⋅ (qn − ipn)(qm + ipm). (D3)

Explicitly using the matrix elements of ⟨n∣Ŝk∣m⟩ [see Eqs. (2)–(4)],
Eq. (D3) becomes

2rsΩαnm = qnqm + pnpm, (D4a)
2rsΩβnm = pnqm − qnpm, (D4b)

2rsΩγn =
1

√
2n(n − 1)

(
n−1

∑
l=1

q2
l + p2

l − (n − 1)(q2
n + p2

n)). (D4c)

Note that this transformation does depend on the choice of rs, which
must match the index in the mapped Hamiltonian that evolves the
dynamics (see Sec. IV).

For a purely real Hamiltonian [such that in Eq. (12b) Hβnm = 0],
using the transform defined in Eq. (D4), the spin mapping Hamilto-
nian [Ĥ(R̂)]

s
in Eq. (43) can be expressed as the well-known MMST

mapping Hamiltonian7,8,10

H = H0(R̂) +∑
n

1
2
[Vnn(R̂) − V(R̂)](q2

n + p2
n − γ)

+ ∑
n<m

Vnm(R̂)(qnqm + pnpm), (D5)

where V(R̂) = 1
N∑lVll(R̂), H0(R̂) = P̂ 2

2m +U0(R̂) + V(R̂) is the trace
part of the potential, which is naturally separated from the trace-
less part. Previous work by Runeson and Richardson46 have already
shown this connection using the transform expressed in Eq. (D1).
Note that the MMST form of the mapping Hamiltonian does not
explicitly contain the global phase eiΦ [introduced in Eq. (D1)] due
to the cancellation of this phase.

Furthermore, in Eq. (D5), the parameter γ is expressed46 as
follows:

γ =
2
N
(rs − 1), (D6)

or equivalently, rs = 1 +Nγ/2. In the MMST mapping formalism,
this parameter is viewed as the zero-point energy (ZPE) parameter
of the mapping oscillators.23,46,97,102,106,107 In the SU(N) mapping
formalism, it is the parameter related to the choice of rs. Neverthe-
less, Eq. (D6), which was first derived in Ref. 46, helps to establish
the connection between the boundaries on the S–W radius and the
boundaries on the γ parameter in the MMST mapping. The con-
straint of the radius rs ∈ (0,∞) leads to a corresponding constraint
for the ZPE parameter, γ ∈ (− 2

N ,∞). The negative values of the ZPE
parameter has been proposed in the MMST framework107 and sim-
ply correspond to rs ≤ rQ = 1. In our own opinion, it might be more
intuitive to understand the choice of radius of Bloch sphere46 (that
should be larger than 0) rather than the negative ZPE of quantum
mapping oscillators.107

Using the conjugate variables {qn, pn} defined in Eq. (47), the
S–W kernel in Eq. (27) can also be equivalently expressed in the
diabatic electronic basis as follows:
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ŵs =
1 − rs

N
Î + rs∑

a,b
cac∗b ∣a⟩⟨b∣

=
1 − rs

N
Î + 1

2∑a,b
(qa + ipa)(qb − ipb)∣a⟩⟨b∣

=
1
2∑a,b
[(qa + ipa)(qb − ipb) − γδab]∣a⟩⟨b∣, (D7)

where we have used rs = Nγ/2 + 1. The kernel in Eq. (D7) is identical
to the one expressed in Eq. (7) of Ref. 107, which is derived in the
extended classical mapping model (eCMM).25,107

Using the S–W kernel expressed in Eq. (D7), the S–W
transform [Eq. (25)] of operator ∣n⟩⟨m∣ is

[∣n⟩⟨m∣]s =
1 − rs

N
δnm +

1
2
(qm + ipm)(qn − ipn)

= −
γ
2

δnm +
1
2
(qm + ipm)(qn − ipn). (D8)

The same result can also be obtained by performing the transform
defined in Eq. (D4) directly on Eqs. (44) and (45). For the diagonal
projection operators (n = m), Eq. (D8) becomes

[∣n⟩⟨n∣]s =
1
2
(q2

n + p2
n − γ). (D9)

Similar to Eq. (D8), for the complementary index s, the expression
[∣n⟩⟨n∣]s = Tre[∣n⟩⟨n∣ŵs] [using the kernel in Eq. (D7) with rs] is

[∣n⟩⟨n∣]s =
1 − rs

N
+

1
2
⋅

rs

rs
(q2

n + p2
n) =

1
2
[

rs

rs
(q2

n + p2
n) − γs]

=
N + 1

2(1 + Nγ
2 )

2 ⋅ (q
2
n + p2

n) −
1 − γ

2

1 + Nγ
2

, (D10)

where we define γ = 2
N (rs − 1) in the second equality and used

rs/rs = (N + 1)/r2
s = (N + 1)/(Nγ

2 + 1)2 and rs = (N + 1)/(Nγ
2 + 1)

based on Eqs. (D6) and (38) for the third equality. Thus, the estima-
tors [Eqs. (D9) and (D10)] used in the Spin-LSC46 are identical to
those used in the eCMM107 approach [second line of Eq. (D10)].

In the SU(N) mapping formalism, the total population con-
straint on the 2N-dimensional phase space comes naturally from the
normalization of the generalized spin coherent states69,108 as follows:

⟨Ω∣Ω⟩ = ∑
n

c∗n cn =
1

2rs

N

∑
n=1
(q2

n + p2
n) = 1, (D11)

which properly enforces the total electronic diabatic population to
be one [see Eq. (D6)] for these MMST mapping variables

N

∑
n=1

1
2
(q2

n + p2
n − γ) = 1. (D12)

Alternatively, one can obtain this condition from the basic prop-
erty of the S–W transform that preserves the trace of the electronic
identity operator [Eq. (30)] as follows:

[ Î]
s
=

N

∑
n=1
[∣n⟩⟨n∣]s = 1 − rs +∑

n

1
2
(q2

n + p2
n) = 1.

Note that the recent work of the eCMM is developed based on
manually adding an extra total population constraint [as described
in Eq. (D12)] on the MMST mapping oscillator phase space. His-
torically, it was realized108 that a mapping from the quantum
Schrödinger’s equation to 2N classical phase space Hamilton’s
EOMs is incorrect, unless a total population constraints is applied.108

In the SU(N) framework, on the other hand, the total popula-
tion constraint is naturally satisfied through the S–W transform,
without the necessity to introduce it as an additional constraint.
Nevertheless, the eCMM approach derives equivalent kernel as
the S–W kernel in Eq. (D7) [hence also equivalent estimators
in Eqs. (D9) and (D10)] from a seemingly different procedure
that applies population constraint on the MMST mapping oscil-
lator phase space.107 The mathematical reason behind the equiva-
lence of two kernels is using the additional population constraint,
the 2N-dimensional MMST phase space of {qn, pn} is reduced
to a complex projective (CP) space, mathematically denoted69 as
CP(N − 1), which is in fact a subspace108 of the parameterized
manifold of SU(N).

Using Eq. (D8) and the Hamiltonian in Eq. (1), one can also
directly obtain the mapping Hamiltonian expression

[Ĥ(R̂)]
s
= T̂R +U0(R̂) +∑

n

1
2

Vnn(R̂)(q2
n + p2

n − γ)

+ ∑
n<m

Vnm(R̂)(qnqm + pnpm), (D13)

which is indeed equivalent to Eq. (48) due to the constraint on
the total population in Eq. (D12). Despite the similar expression of
[Ĥ(R̂)]

s
compared to the seminal MMST mapping Hamiltonian,8–10

the SU(N) mapping formalism should be viewed as a different
mapping procedure compared to the MMST mapping formalism.

Historically, the MMST mapping Hamiltonian [Eq. (48)] is
established through the Stock–Thoss mapping procedure8,10 by rep-
resenting the N-level system with N harmonic oscillators’ singly
excited states

∣n⟩ → ∣01, . . . , 1n, . . . , 0N⟩ = â†
n∣01, . . . , 0n, . . . , 0N⟩, (D14)

where â†
n =

1
√

2
(q̂n − ip̂n), ân =

1
√

2
(q̂n + ip̂n) are harmonic

oscillator’s raising and lowering operators, and the commutator
[q̂n, p̂m] = iδnm is valid in the complete Hilbert space of the map-
ping oscillator. This can be viewed as a generalized Schwinger’s
bosonization approach.10 Using the mapping relation

∑
nm

Vnm(R̂)∣n⟩⟨m∣ → ∑
nm

Vnm(R̂)â†
nâm, (D15)

the Stock–Thoss mapping Hamiltonian is expressed as

ĤMMST =T̂R +U0(R̂) +∑
n

1
2

Vnn(R̂)(q̂2
n + p̂2

n − 1)

+ ∑
n<m

Vnm(R̂)(q̂nq̂m + p̂np̂m), (D16)

when Vnm(R̂) is purely real. This argument leads to the ZPE para-
meter γ = 1, and without the constraint provided in Eq. (D12),
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even though ∑N
n=1

1
2(q

2
n + p2

n − γ) is a constant of motion. Most
of the existing mapping approaches are based upon this map-
ping procedure,11,14 or a modified one that constraint the opera-
tors within the SEO subspace. One can further down-grade these
mapping operators into classical variables, for example, using the
Wigner transform through the mixed quantum–classical approxi-
mation,109 linearization approximation,11,86 or the Husimi represen-
tation (coherent state basis) for these mapping variables through the
semi-classical approximation8,10,12,13,77,110 or the partial linearization
approximation.15,16,111,112

The MMST mapping formalism should be viewed as a fun-
damentally different mapping procedure compared to the SU(N)
formalism. This is because that the MMST mapping operators â†

n
and ân (or q̂n, p̂n) live in a larger Hilbert space than the electronic
Hilbert space of the original Hamiltonian.10,20,21 Truncating the
larger Hilbert space to include only SEO subspace24 ruins the sim-
ple commutation relation between p̂n and q̂n, such that [q̂n, p̂n] ≠ i
in the truncated Hilbert space.24,113 A detailed expression of [q̂n, p̂n]

in the truncated SEO mapping space can be found in Eq. (17) of
Ref. 114. Thus, when applying truncation of the mapping Hilbert
space (such as done for the mapping formalism in Ref. 24), this
additional commutator [q̂n, p̂n] needs to be explicitly included to
replace γ = 1 in ĤMMST Hamiltonian [Eq. (D16)] and is required to
be evaluated through additional approximations.25

As opposed to the Stock–Thoss mapping procedure, the start-
ing point of the SU(N) mapping formalism is completely different.
The SU(N)mapping formalism uses the generators of the su(N) Lie
algebra which exactly preserves the commutation relations among
operators as well as the original electronic Hilbert space. As a
result, there is no need for additional Hilbert space projection nor
truncation that ruins the simple commutation relations of map-
ping operators24,25 (see the supplementary material, Sec. IX, for
detailed discussions) or necessity of projecting back to the subspace
as required by MMST formalism.20,21 The exact quantum Liouvil-
lian from the current SU(N)mapping formalism (see Sec. V) is also
different than the exact Liouvillian of the MMST formalism.74,81,82

APPENDIX E: EQUATIONS OF MOTION
WITH THE GENERALIZED EULER ANGLES

Similarly, one can formulate the EOMs in terms of the general-
ized Euler angles {θn, φn}. The EOMs with these variables are a bit
more complicated and non-linear in terms of {θn, φn}, as opposed
to the case of {Θn, φn}. This is because θn is not the conjugate
variable of φn, but Θn is. To this end, we express the EOMs in
Eq. (90) in terms of {Ωk}, which in turn depends on {θn, φn} [see
Eqs. (B2)–(B4)]. To obtain ∂Hs/∂φn, we use the expression of Hs in
Eq. (74) and explicitly take the derivative with respect to φn. Note
that only Ωαjk and Ωβjk contain φn, whereas Ωγk only contains {θj}.
Using the detailed expressions of Ωαjk [Eq. (B2)] and Ωβjk [Eq. (B3)],
we have

−
∂Hs

∂φn
= rs

N

∑
j=n+1

n

∑
k=1
(Hαjk Ωβjk −Hβjk Ωαjk). (E1)

To obtain the time derivative of φn, we try to find an expression
in terms of the generators that have a well-defined time derivative

in Eq. (84).115 From the expressions of Ωαnm [Eq. (B2)] and Ωβnm

[Eq. (B3)], we know that

tan φn =
Ωβn+1,n

Ωαn+1,n

, (E2)

which leads to the expression of the time derivative of φn as

φ̇n =
d
dt
(arctan

Ωβn+1,n

Ωαn+1,n

)

=
Ω̇βn+1,n Ωαn+1,n −Ωβn+1,n Ω̇αn+1,n

Ω2
αn+1,n +Ω2

βn+1,n

. (E3)

Using the analytical expressions of the su(N) structure constants
(Appendix A), we can obtain the closed analytic expression of Ω̇αn+1,n

[Eq. (C5)] and Ω̇βn+1,n [Eq. (C6)]. Thus, using the transform between
{Ω} and {φn, Θn} as

Θn = n ⋅ rs

N

∑
j=n+1

√
2

j(j − 1)
Ωγj , (E4a)

φn = tan−1 Ωβn+1,n

Ωαn+1,n

, (E4b)

the EOMs in Eq. (90) [which is equivalent to Eq. (86)] are expressed
with the conjugate variables {Θn, φn} as

Θ̇n = −
∂Hs

∂φn
= rs

N

∑
j=n+1

n

∑
k=1
(Hαjk Ωβjk −Hβjk Ωαjk), (E5a)

φ̇n =
∂Hs

∂Θn
=

Ω̇βn+1,n Ωαn+1,n −Ωβn+1,n Ω̇αn+1,n

Ω2
αn+1,n +Ω2

βn+1,n

, (E5b)

where Hs is expressed in Eq. (74), and the nuclear DOFs obeys
Eqs. (86a) and (86b).

Furthermore, one can also express the EOMs in Eq. (90)
directly in terms of the generalized Euler angles {θn, φn}, without
using the conjugated variables {Θn, φn}. To this end, we use the
expression of Θn({θk}) in Eq. (61) and directly work out its time
derivative (through the chain rule with θn) as follows:

Θ̇n = −
∂Hs

∂φn
= −

n

∑
j=1

rsθ̇j
sin θj

2

n

∏
k=1
k≠j

sin2 θk

2
. (E6)

The above equation can be expressed as an equivalent but recursive
expression as follows:

−
∂Hs

∂φn
= −

∂Hs

∂φn−1
sin2 θn

2
− rsθ̇n

sin θn

2

n−1

∏
j=1

sin2 θj

2
. (E7)

The above equation gives a numerically efficient recursive
expression of θ̇n as follows:

θ̇n = (
∂Hs

∂φn

2
sin θn

−
∂Hs

∂φn−1
tan

θn

2
)/
⎛

⎝
rs

n−1

∏
j=1

sin2 θj

2
⎞

⎠
, (E8)

where for n = 1 the denominator is replaced by rs because there is no
θ0 variable and the numerator only has the term that includes ∂Hs

∂φn
as

there is no φn−1.

J. Chem. Phys. 157, 084105 (2022); doi: 10.1063/5.0094893 157, 084105-23

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp
https://www.scitation.org/doi/suppl/10.1063/5.0094893


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

Thus, the EOMs in Eq. (86) can be expressed with the
generalized Euler angles {θn, φn} as

θ̇n = (
∂Hs

∂φn

2
sin θn

−
∂Hs

∂φn−1
tan

θn

2
)/
⎛

⎝
rs

n−1

∏
j=1

sin2 θj

2
⎞

⎠
, (E9a)

φ̇n =
Ω̇βn+1,n Ωαn+1,n −Ωβn+1,n Ω̇αn+1,n

Ω2
αn+1,n +Ω2

βn+1,n

, (E9b)

where the nuclear DOFs obeys Eqs. (86a) and (86b). To solve
Eq. (E9b), one can use the expressions of Ω̇αn+1,n and Ω̇βn+1,n in
Eqs. (C5) and (C6), respectively, which are only functions of Ωk
[Eqs. (B2)–(B4)] that depends on {θn, φn}. For a two-level system,
it is straightforward to show that Eqs. (E3)–(E8) reduce back to
Eqs. (F9a) and (F9b), which are the EOMs for the SU(2) map-
ping formalism derived in the previous work of spin mapping
non-adiabatic ring polymer molecular dynamics.36

One can evolve each Θn, or equivalently θn by using the chain
rule in Eq. (E6), and φn using a velocity Verlet algorithm ({Θn}

being the generalized conjugate momenta of {φn}), which does not
require using the derivative of the potential.

APPENDIX F: MAPPING OF TWO-LEVEL SYSTEMS
UNDER THE SU(2) REPRESENTATION

For a two-level system Ĥ = P̂ 2

2M Î +U0(R̂) Î + V̂e(R̂) where Î
is the 2 × 2 identity matrix, and

V̂e(R̂) =
⎛
⎜
⎝

V11(R̂) V12(R̂)

V21(R̂) V22(R̂)

⎞
⎟
⎠

. (F1)

For this special case, fijk = εijk and dijk = 0, all of the equations in
the main text remain general. Nevertheless, it will be beneficial to
explicitly give several key equations under this special limit, whereas
more detailed discussion of the SU(2) can be found in the previous
work of spin-LSC35 as well as spin-mapping non-adiabatic RPMD
(SM-NRPMD).36

Using the SU(2) representation, one can express the original
two-states Hamiltonian as follows:35

Ĥ = H0 Î +
1
h̵

H ⋅ Ŝ = H0 Î +
1
h̵
(Hx ⋅ Ŝx +Hy ⋅ Ŝy +Hz ⋅ Ŝz), (F2)

where Ŝi =
̵h
2 σ̂i (for i ∈ {x, y, z}) is the quantum spin operator, with

σ̂i as the Pauli matrices expressed in Eq. (3), and H0 =
P̂ 2

2m +U0(R̂) +
1
2(V11(R̂) + V22(R̂)), Hx = 2Re(V12(R̂)), Hy = 2Im(V12(R̂)), Hz =

V11(R̂) − V22(R̂), which are the N = 2 limit of Eq. (12). This Hamil-
tonian was first introduced by Meyer and Miller [Eqs. (2.4)–(2.6) in
Ref. 7] and later by Thoss and Stock10 as well as by Runeson and
Richardson.35

Using the spin coherent state for N = 2 [Eq. (16)], the
expectation value of the spin operator is

h̵Ωi(u) = ⟨u∣Ŝi∣u⟩ =
h̵
2

ui, i ∈ {x, y, z}, (F3)

where ux = sin θ cos φ, uy = sin θ sin φ, and uz = cos θ as the spe-
cial case of Eqs. (B2)–(B4). The identity in Eq. (20) becomes

Î = ∫ du∣u⟩⟨u∣, where ∫ du = 1
2π ∫

π
0 dθ sin θ∫

2π
0 dφ is the N = 2 limit

of Eq. (21).
Under the su(2) Lie algebra, the S–W kernel in Eq. (26)

becomes

ŵs =
1
2
Î + rsΩ ⋅ σ̂, (F4)

where Ω ⋅ σ̂ = Ωx ⋅ σ̂x +Ωy ⋅ σ̂y +Ωz ⋅ σ̂z . Note that the rs used in this
paper is twice the one defined in the previous work35,36 [see the factor
between Ω and u in Eq. (F3)].

The S–W transform of the Hamiltonian becomes

[Ĥ]s(Ω) = H0 + rsH ⋅Ω

=
P2

2m
+U0 + (

1
2
+

rs

2
cos θ) ⋅ V11(R̂)

+ (
1
2
−

rs

2
cos θ) ⋅ V22(R̂)

+ rs sin θ cos φ ⋅ Re[V12(R̂)]

+ irs sin θ sin φ ⋅ Im[V12(R̂)], (F5)

which was first derived in Ref. 35. The projection operators are
transformed as35

[∣1⟩⟨1∣]s = [
1
2
Î + 1

h̵
Ŝz]

s
=

1
2
+

rs

2
cos θ,

[∣2⟩⟨2∣]s = [
1
2
Î − 1

h̵
Ŝz]

s
=

1
2
−

rs

2
cos θ,

[∣1⟩⟨2∣ + ∣2⟩⟨1∣]s = 2[
1
h̵

Ŝx]
s
= rs sin θ cos φ

[∣1⟩⟨2∣ − ∣2⟩⟨1∣]s = 2i[
1
h̵

Ŝy]
s
= irs sin θ sin φ.

(F6)

The derivation procedure of the TCF and exact Liouvillian are
same as outlined in the main text. The electronic EOMs under the
linearization approximation is

d
dt

Ωi =
1
h̵

3

∑
j,k=1

εijkHj(R)Ωk, (F7)

which is the N = 2 limit of Eq. (86c). Here, εijk is the Levi-Cività
symbol, which is the structure constant of the su(2) Lie algebra.
Equation (F7) is commonly written as32,33

d
dt

Ω = 1
h̵

H(R̂) ×Ω. (F8)

For a two-level system, Eq. (E9) reduce back to36

θ̇ = −Hx sin φ +Hy cos φ, (F9a)

φ̇ = Hz −Hx
cos φ
tan θ

−Hy
sin φ
tan θ

. (F9b)

The same equation was derived by Thoss and Stock in their spin
mapping formalism [see Eqs. (4.5c) and (4.5d) in Ref. 10]. It is
interesting to note36 that the above equations are equivalent to
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θ̇ =
1

1
2 rs sin θ

∂Hs

∂φ
, (F10a)

φ̇ = −
1

1
2 rs sin θ

∂Hs

∂θ
(F10b)

from which we obtain the conjugate variables φ̇ and 1
2 rs cos θ related

to the spin mapping representation, where the latter plays the role of
conjugate momentum87 to φ as

d
dt
(

1
2

rs cos θ) = −
∂Hs

∂φ
, (F11a)

φ̇ =
∂Hs

∂( 1
2 rs cos θ)

. (F11b)

This helps to inspire the relation we conjectured in Eq. (87), and
one notice that when N = 2, the expression of Θ [Eq. (61)] indeed
reduces to Θ = rs(

2−1
2 − sin2 θ

2) =
1
2 rs cos θ, which is the conjugate

variable of φ.
Finally, under the two level special case, the mapping

Hamiltonian [Eq. (91)] with {Θ, φ} as the natural variables is
expressed as

Hs =
P2

2M
+U0(R) + (Θ +

1
2
) ⋅ V11(R) + (−Θ +

1
2
) ⋅ V22(R)

+ 2V12(R)
√

(Θ +
rs

2
)(−Θ +

rs

2
) ⋅ cos φ. (F12)

It is interesting to note that this classical Hamiltonian was intro-
duced by Miller and McCurdy [Eq. (3.20) in Ref. 34] for the case
of rs = 1 and was later introduced by Meyer and Miller [Eq. (2.10) in
Ref. 7] using spin mapping for the case of rs = 2 (with the “Langer
correction”).

Using the conjugate variables Θ and φ, the corresponding
EOMs in Eq. (C8) becomes

Θ̇n = −
∂Hs

∂φn

= 2V12(R)
√

(Θ +
rs

2
)(−Θ +

rs

2
) ⋅ sin φ, (F13a)

φ̇ =
∂Hs

∂Θ
= V11(R) − V22(R)

+ V12(R)
⎡
⎢
⎢
⎢
⎢
⎣

¿
Á
ÁÀ−Θ + rs

N
Θ + rs

N
−

¿
Á
ÁÀ Θ + rs

N
−Θ + rs

N

⎤
⎥
⎥
⎥
⎥
⎦

cos φ. (F13b)
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