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ABSTRACT
We derive the non-adiabatic ring polymer molecular dynamics (RPMD) approach in the phase space of the $SU(N)$ Lie Group. This method, which we refer to as the spin mapping non-adiabatic RPMD (SM-NRPMD), is based on the spin-mapping formalism for the electronic degrees of freedom (DOFs) and ring polymer path-integral description for the nuclear DOFs. Using the Stratonovich–Weyl transform for the electronic DOFs and the Wigner transform for the nuclear DOFs, we derived an exact expression of the Kubo-transformed time-correlation function (TCF). We further derive the spin mapping non-adiabatic Matsubara dynamics using the Matsubara approximation that removes the high frequency nuclear normal modes in the TCF and derive the SM-NRPMD approach from the non-adiabatic Matsubara dynamics by discarding the imaginary part of the Liouvillian. The SM-NRPMD method has numerical advantages compared to the original NRPMD method based on the Meyer–Miller–Stock–Thoss (MMST) mapping formalism due to a more natural mapping using the $SU(N)$ Lie Group that preserves the symmetry of the original system. We numerically compute the Kubo-transformed position auto-correlation function and electronic population correlation function for three-state model systems. The numerical results demonstrate the accuracy of the SM-NRPMD method, which outperforms the original MMST-based NRPMD. We envision that the SM-NRPMD method will be a powerful approach to simulate electronic non-adiabatic dynamics and nuclear quantum effects accurately.

I. INTRODUCTION
Accurately simulating the quantum dynamics of molecular systems in condensed phase remains a challenge in theoretical chemistry due to the difficulties of accurately describing electronically non-adiabatic dynamics and nuclear quantum effects. Such effects are inherent to a lot of key reactions in biochemistry, catalysis, and energy applications that involve electron transfer or proton-coupled electron transfer processes.

Recently emerged state-dependent ring-polymer molecular dynamics (RPMD) approaches provide a unified description of both the electronically non-adiabatic dynamics and nuclear quantum effects using a trajectory-based description. Ring-polymer molecular dynamics (RPMD)\cite{5,6,7} based on Feynman’s imaginary-time path-integral formalism was originally developed for electronically adiabatic systems to effectively capture the nuclear quantum effects through extended phase space quantization. State-dependent RPMD methods are developed based on the RPMD framework, aiming to provide both accurate non-adiabatic dynamics with an explicit description of electronic states and reliable treatment of nuclear quantum dynamics through the ring polymer path-integral quantization. These methods include mean-field RPMD,\cite{10} non-adiabatic RPMD (NRPMD),\cite{11,12,13} mapping variable RPMD (MV-RPMD),\cite{14,15,16} ring-polymer Ehrenfest dynamics,\cite{17} kinetically constrained RPMD (KC-RPMD),\cite{18,19} coherent state RPMD (CS-RPMD),\cite{20} and ring-polymer surface hopping (RPSH)\cite{21,22,23,24} to name a few.

Among these various state-dependent RPMD approaches, NRPMD\cite{11,12,13,25,26,27,28,29} provides both accurate nuclear quantum dynamics and accurate electronic Rabi oscillations, thus being an ideal approach to investigate quantum dynamics of non-adiabatic
systems.\textsuperscript{13,26} This approach is based on the Meyer–Miller–Stock–Thoss (MMST) mapping formalism\textsuperscript{27–29} and has been formally derived using the non-adiabatic Matsubara dynamics formalism in our previous work.\textsuperscript{25} The non-adiabatic Matsubara dynamics formalism\textsuperscript{37} also uses the MMST mapping representation, which can be viewed as the state-dependent generalization of the Matsubara dynamics framework by Althorpe and co-workers.\textsuperscript{30,31}

The MMST mapping formalism,\textsuperscript{27–29} despite its success and broad applications,\textsuperscript{13,26} has known flaws.\textsuperscript{38–41} In particular, it maps a $N$-level system onto $N$ singly excited harmonic oscillators (SEOs), resulting in mapping variables that are the conjugate position and momentum of each oscillator. This leads to a symmetry $\otimes SU(2)$ for the mapped system as each harmonic oscillator in this subspace has a symmetry $SU(2)$ (only the ground and first excited states of the oscillators belong to the SEO subspace), whereas the original symmetry of a $N$-level system should be $SU(N)$. Due to this mapping procedure, the MMST mapping operators belong to a larger Hilbert space that contains states outside the SEO subspace, whereas the MMST mapping procedure tries to map the original electronic subspace onto the SEO subspace. It thus requires a projection back to the SEO subspace to obtain accurate results.\textsuperscript{38–41} As a consequence, the identity operator is not preserved through the MMST mapping, and there is an ambiguity on how to evaluate it.\textsuperscript{42} Related to the problem of the non-conserving identity, the non-adiabatic dynamics is sensitive to the separation between the state-dependent and the state-independent Hamiltonian.\textsuperscript{15,16,32–38}

Recently, a new mapping formalism based on the phase space of the $SU(N)$ Lie Group has been proposed by Runeson and Richardson.\textsuperscript{43,44} This new mapping formalism, referred to as the generalized spin mapping, preserves the original $SU(N)$ symmetry of the Hamiltonian. Runeson and Richardson used the spin operators which are equivalent to the generators of the $SU(N)$ Lie algebra up to a constant and the $SU(N)$ Lie group to perform the non-adiabatic dynamics mapping of a $N$-state vibronic Hamiltonian and developed the spin-Linearized semi-classical (spin-LSC) approach.\textsuperscript{43}

In particular, the Stratonovich–Weyl (SW) transform\textsuperscript{45–48} is used to map an operator in the Hilbert space described by the spin operators to a continuous function on the Lie group via the exponential map.\textsuperscript{49–51} We are interested in the quantum dynamics of a system of $N$ electronic states coupled to nuclear DOFs as follows:

$$H_{\text{NRPMD}} = \left[ \hat{T}_R + U_0(\hat{R}) \right] \otimes \hat{E} + \hat{V}_e(\hat{R}) = \left[ \hat{T}_R + U_0(\hat{R}) \right] \otimes \hat{E} + \sum_{\alpha \beta} V_{\alpha \beta}(\hat{R})|\alpha\rangle\langle\beta|,$$  \hspace{1cm} (1)

where $\hat{T}_R$ is the nuclear kinetic energy operator, $U_0(\hat{R})$ represents the state-independent part of the potential, and $\hat{V}_e(\hat{R})$ is the state-dependent part of the potential. While we consider one nuclear DOF $\hat{R}$ for convenience, the theory in this work can be easily generalized to many nuclear DOFs. Furthermore, $\langle \{ n \} \rangle$ represents a set of diabatic electronic states, and $V_{\alpha \beta}(\hat{R}) = \langle n| \hat{V}_e(\hat{R}) |m\rangle$ is the matrix element of $\hat{V}_e(\hat{R})$ in this diabatic representation. The electronic identity operator $\hat{E} = \sum_{n=1}^{N} |n\rangle\langle n|$ represents the identity in the electronic Hilbert space. Note that this is a rather general Hamiltonian, representing a quantum subsystem that has $N$ states coupled to a “classical” subsystem.

We aim to evaluate the TCF governed by the Hamiltonian in Eq. (1). In Sec. II A–II C, we use the $SU(N)$ mapping formalism to map discrete electronic states onto continuous variables in the $SU(N)$ phase space and the Wigner representation to describe the nuclear DOFs. The detailed derivation of all expressions can be found in our previous work in Ref. 51. This mixed representation will be used to express the Kubo-transformed TCF in Sec. IV.

A. The spin mapping formalism in the $SU(N)$ representation

We briefly review the general expressions of the generators of the $SU(N)$ Lie algebra, which will be used as a matrix basis to represent electronic operators. The commutation (and anti-commutation) relations among these generators are defined in the $SU(N)$ Lie algebra, whereas the exponential functions of these generators construct the elements of the $SU(N)$ Lie group via the exponential map.\textsuperscript{52,53}

The generators, denoted as $\hat{S}_i$, are expressed in Appendix A. These generators are traceless, $Tr_{\text{tr}}[\hat{S}_i] = 0$, and are orthonormal to each other as $Tr_{\text{tr}}[\hat{S}_i \hat{S}_j] = \frac{\delta_{ij}}{2}$. The commutation and anti-commutation relations among the generators of the $SU(N)$ Lie algebra are presented as follows:
\[ [\hat{S}_i, \hat{S}_j] = i\hbar \sum_{k=1}^{N-1} f_{ijk} \hat{S}_k, \]  
\[ \{\hat{S}_i, \hat{S}_j\} = \frac{\hbar^2}{N} \delta_{ij} \mathbf{I} + \hbar \sum_{k=1}^{N-1} d_{ijk} \hat{S}_k, \]

where \( \{\hat{S}_i, \hat{S}_j\} \) represents the anti-commutator between \( \hat{S}_i \) and \( \hat{S}_j \) and \( f_{ijk} \) and \( d_{ijk} \) are the totally anti-symmetric and totally symmetric structure constants, respectively. Using Eqs. (2a) and (2b), one can express the structure constants as

\[ f_{ijk} = -i \frac{2}{\hbar^2} \text{Tr}[\{\hat{S}_i, \hat{S}_j\} \hat{S}_k], \]  
\[ d_{ijk} = \frac{2}{\hbar^2} \text{Tr}[\{\hat{S}_i, \hat{S}_j\} \hat{S}_k]. \]

The generators of an algebra \( \{\hat{S}_i\} \) can be obtained in different ways, but the most commonly used ones are based on a generalization of the Pauli matrices of \( su(2) \) and of the Gell-Mann matrices of \( su(3) \), which is what is used in this work. This representation of the generators is referred to as the Generalized Gell-Mann matrix (GGM) basis. Their detailed expressions are provided in Appendix A [see Eqs. (A1)–(A3)]. One can also derive an analytic expression (closed formulas) of \( f_{ijk} \) and \( d_{ijk} \) for the GGM basis, which can also be found in Appendix A. The derivation of them can be found in our previous work in Ref. 51.

Using these generators, the Hamiltonian \( \hat{H} \) [Eq. (1)] is represented as follows:\(^{34,58}\)

\[ \hat{H} = \hat{H}_0(\mathbf{R}, \mathbf{P}) \cdot \hat{\mathbf{I}} + \frac{1}{\hbar} \sum_{k=1}^{N-1} \hat{H}_k(\mathbf{R}) \cdot \hat{S}_k, \]  

where the elements \( \hat{H}_0(\mathbf{R}, \mathbf{P}) \) and \( \hat{H}_k(\mathbf{R}) \) are expressed as

\[ \hat{H}_0(\mathbf{R}, \mathbf{P}) = \frac{1}{N} \text{Tr}_e \hat{H} \cdot \hat{\mathbf{I}} = \hat{T}_R + U_0(\mathbf{R}) + \frac{1}{N} \sum_{n=1}^{N} V_{nm}(\mathbf{R}), \]  
\[ \hat{H}_k(\mathbf{R}) = \frac{2}{\hbar} \text{Tr}_e \hat{H} \cdot \hat{S}_k = \frac{2}{\hbar} \text{Tr}_e [V_e(\mathbf{R}) \cdot \hat{S}_k]. \]

Note that Eq. (5) has an explicit separation of the trace and traceless parts of the potential due to the traceless definition of the generators. Furthermore, we can explicitly write \( \hat{H}_k(\mathbf{R}) \) in Eq. (5b) as

\[ \hat{H}_{a_{nm}}(\mathbf{R}) = V_{nm}(\mathbf{R}) + V_{nm}(\mathbf{R}), \]
\[ \hat{H}_{\beta_{nm}}(\mathbf{R}) = i(V_{nm}(\mathbf{R}) - V_{nm}(\mathbf{R})), \]
\[ \hat{H}_{\gamma_{n}}(\mathbf{R}) = \sum_{l=1}^{n-1} \sqrt{\frac{2}{m(n-1)}} V_{l}(\mathbf{R}) - \sqrt{\frac{2(n-1)}{n}} V_{nm}(\mathbf{R}), \]

where \( a_{nm} = n^2 + 2(m - n) - 1 \) is the index related to the symmetric non-diagonal generators, \( \hat{S}_{a_{nm}} \) [Eq. (A1)], \( \beta_{nm} = n^2 + 2(m - n) \) is the index related to the asymmetric non-diagonal generators, \( \hat{S}_{\beta_{nm}} \) [Eq. (A2)], and \( \gamma_{n} = n^2 - 1 \) is the index related to the diagonal generators \( \hat{S}_{\gamma_{n}} \) [Eq. (A3)], with \( 1 \leq m < n \leq N \) and \( 2 \leq n \leq N \).

### B. The Stratonovich–Weyl transform

The Stratonovich–Weyl (SW) transform evaluates the expectation values of the spin operators under the generalized spin coherent states.\(^{19,50}\) The generalized spin coherent states are expressed as

\[ |\Omega\rangle = \sum_{n=1}^{N} |n\rangle\langle n|\Omega\rangle, \]

where the detailed expression of the expansion coefficients, \( |n\rangle\Omega\rangle \), are provided in Eq. (B1). The spin coherent states are normalized, \( \langle\Omega|\Omega\rangle = 1 \), and they form a resolution of identity, \(^{50,57,59,60}\)

\[ \hat{\mathbf{r}} = \sum_{n} |n\rangle\langle n| = \int d\Omega \hat{\mathbf{r}}|\Omega\rangle\langle\Omega|, \]

where the expression of the differential phase-space volume element \( d\Omega \equiv K(\theta) d\Omega d\varphi \) is provided in Eq. (B2) in terms of the 2\( N - 2 \) independent variables, \( \{\theta, \varphi\} \), which are the generalized Bloch vectors of the \( N \)-dimensional Bloch sphere. In the following, we define the expectation value of the generalized spin operators as

\[ h\Omega_{ik} = \langle\Omega|\hat{S}_i|\Omega\rangle, \]

where \( h\Omega_{ik} \) plays the role of the Bloch vector\(^{61,62}\) and is referred to as the generalized Bloch vector.\(^{61,62}\) Its detailed expression in terms of \( \{\theta, \varphi\} \) is provided in Eqs. (B5)–(B7).

The SW transform of an operator \( \hat{A} \) is defined as

\[ [\hat{A}]_{\theta, \varphi}(\Omega) = \text{Tr}_e [\hat{A} \cdot \hat{w}_\theta(\mathbf{R})], \]

where \( \hat{w}_\theta(\mathbf{R}) \) is the kernel of the SW transform, with the following expression:\(^{43,57,63}\)

\[ \hat{w}_\theta(\mathbf{R}) = \frac{1}{N} \hat{I} + r_\theta \sum_{k=1}^{N} \Omega_k \cdot \hat{S}_k. \]

The parameter \( r_\theta \) is related to the radius of the Bloch sphere\(^{64-66}\) representing the electronic states of the system. The kernel also defines an identity as follows:

\[ \int d\Omega \hat{w}_\theta = \hat{I}, \]

where the detailed proof can be found in Eq. (28) of Ref. 51.

The SW transform in Eq. (10) constructs a mapping between an operator in the Hilbert space and a continuous function whose variables are \( \{\theta, \varphi\} \) or \( \{\Omega\} \) on the \( SU(N) \) Lie group manifold. More specifically, this mapping formalism establishes the following relation:

\[ \hat{A} \rightarrow [\hat{A}]_{\theta, \varphi}(\Omega), \]

which is the basic idea of the generalized spin-mapping approach.\(^{43,44,45}\)

To conveniently evaluate any operator \( \hat{A} \) under the SW transform, one first writes it using the GGM basis, \( \{\hat{S}_k\} \), as follows:

\[ \hat{A} = A_0 \cdot \hat{I} + \frac{1}{\hbar} \sum_{k=1}^{N-1} A_k \cdot \hat{S}_k, \]
where \( A_0 \) and \( A_k \) are expressed as
\[
A_0 = \frac{1}{N} \text{Tr}_r[\hat{A} \cdot \hat{\mathbf{x}}] = \frac{1}{N} \sum_{n=1}^{N} A_{n0}, \tag{15a}
\]
\[
A_k = \frac{2}{\hbar} \text{Tr}_r[\hat{A} \cdot \hat{S}_k], \tag{15b}
\]
with the following detailed expressions of \( A_k \) as follows:
\[
A_{k\alpha} = A_{nm} + A_{mn}, \tag{16a}
\]
\[
A_{k\alpha} = i(A_{nm} - A_{mn}), \tag{16b}
\]
\[
A_{k\alpha} = \sum_{j=1}^{n-1} \sqrt{\frac{2}{n(n-1)}} A_{jk} = \sqrt{2(n-1)} A_{mm}. \tag{16c}
\]

Using the expression of the SW kernel in Eq. (11), the SW transform of \( \hat{A} \) is expressed [using Eq. (10)] as
\[
\left[ \hat{A} \right]_s(\Omega) = A_0 + r_s \sum_{k=1}^{N^2-1} A_k \cdot \Omega_k. \tag{17}
\]

One of the important properties of the SW transform is that it can be used to evaluate a quantum mechanical trace in the continuous phase space as follows:
\[
\int d\Omega \left[ \hat{A} \right]_s(\Omega) = \text{Tr}_r[\hat{A}]. \tag{18}
\]

For two operators \( \hat{A} \) and \( \hat{B} \), it can be shown that the SW transform has the following property:
\[
\text{Tr}_r[\hat{A}\hat{B}] = \int d\Omega \left[ \hat{A}\hat{B} \right]_s(\Omega) = \int d\Omega \left[ \hat{A} \right]_s(\Omega) \cdot \left[ \hat{B} \right]_s(\Omega) = \int d\Omega \left[ \hat{A} \right]_s(\Omega) \cdot \left[ \hat{B} \right]_s(\Omega), \tag{19}
\]
where \( \left[ \cdots \right]_s(\Omega) \) is SW transformed through Eq. (17) using \( r_s \) instead of \( r_1 \). The sum of the squares of the generators [the so-called Casimir operator of \( su(N) \)] requires that
\[
r_s \cdot r_s = N + 1. \tag{20}
\]

The commonly used values\(^{43,48}\) of \( r_s \) and \( r_1 \) is the following symmetrical choice:
\[
r_s = r_1 = \sqrt{N + 1}. \tag{21}
\]

These parameters are not restricted to the above special case, and they can take any value in the range \( r_s, r_1 \in (0, \infty) \). The exact quantum dynamics is invariant under the choice of \( r_s \), but the approximate quantum dynamics methods are not. Previous studies from both the linearized method\(^{44,51}\) and the spin mapping NRPMD\(^{52}\) suggest that Eq. (21) gives the best numerical performances for computing regular TCF\(^{53,54}\) and Kubo-transformed TCF\(^{55} \) (for two-level systems).

Another useful relation of the SW transform is
\[
[\hat{A}\hat{B}]_s(\Omega) = A_0 B_0 + \frac{1}{2N} \sum_{i=1}^{N^2-1} A_i B_i + r_s \sum_{i=1}^{N^2-1} \left( \omega_i A_i B_i + \Omega_i A_i B_i \right)
+ r_s \sum_{i,j,k=1}^{N^2-1} \Omega_i A_i B_k \left( d_{ijk} + if_{ijk} \right). \tag{22}
\]

The detailed derivation of this expression can be found in Eqs. (41) and (42) of Ref. 51.

C. The mixed Stratonovich–Weyl/Wigner representation

For the nuclear DOF, one often uses the following Wigner (W) transform:\(^{57}\)
\[
\left[ \hat{O}(\hat{R}, \hat{P}) \right]_w = \int d\Delta e^{i\Delta \hat{P}} \left\{ \hat{R} - \frac{\Delta}{2} \hat{O}(\hat{R}, \hat{P}) \hat{R} + \frac{\Delta}{2} \hat{P} \right\} \tag{23}
\]
which converts an operator \( \hat{O} \) into a phase space function \( \left[ \hat{O}(\hat{R}, \hat{P}) \right]_w \).

For a general operator in the electronic and nuclear Hilbert space, we use the SW representation for the electronic subsystem that exhibits \( SU(N) \) symmetry and the Wigner transform for the nuclear DOF. This mixed Stratonovich–Weyl/Wigner (SW/W) formalism was introduced in our previous work to approximately evaluate the regular TCF.\(^{55}\) For an operator \( \hat{A}(\hat{R}, \hat{P}) \), the mixed SW/W transform is
\[
[\hat{A}(\hat{R}, \hat{P})]_w = [A_0(\hat{R}, \hat{P})]_w + r_s \sum_{k=1}^{N^2-1} [A_k(\hat{R}, \hat{P})]_w \cdot \Omega_k,
= A_0(R, P) + r_s \sum_{k=1}^{N^2-1} A_k(R, P) \cdot \Omega_k, \tag{24}
\]
where \( A_0(R, P) \) and \( A_k(R, P) \) are Wigner transforms of \( A_0(\hat{R}, \hat{P}) \) and \( A_k(\hat{R}, \hat{P}) \), respectively, with the detailed forms of \( A_0 \) and \( A_k \) defined in Eq. (13).

Furthermore, for two operators, the mixed SW/W representation is expressed as
\[
[\hat{A}\hat{B}]_w = A_0 e^{-i\hat{P}/\hbar} B_0 + \frac{1}{2N} \sum_{i=1}^{N^2-1} A_i e^{-i\hat{P}/\hbar} B_i
+ r_s \Omega_i \left( A_i e^{-i\hat{P}/\hbar} B_0 + A_0 e^{-i\hat{P}/\hbar} B_i \right)
+ r_s \sum_{i,j,k=1}^{N^2-1} \Omega_i A_i e^{-i\hat{P}/\hbar} B_k (d_{ijk} + if_{ijk}), \tag{25}
\]
where
\[
\hat{A} = \frac{\partial}{\partial \hat{P}} - \hat{R} \frac{\partial}{\partial \hat{R}} - \hat{P} \frac{\partial}{\partial \hat{P}} \tag{26}
\]
is the negative Poisson operator associated with the nuclear DOF.\(^{57-58}\) Note that for convenience we write \( A_0 \) instead of \( A_0(R, P) \), and the same applies to \( A_k(R, P) \), \( B_0(R, P) \), and \( B_k(R, P) \).
III. THE KUBO-TRANSFORMED TIME-CORRELATION FUNCTION

The Kubo-transformed TCF is defined as follows:

\[
C_{AB}^K(t) = \frac{1}{2\beta} \int_0^\beta dt \text{Tr} \left[ e^{-(\rho-A)t} \hat{A} e^{-iBt} \hat{B} e^{-iBt} \right] 
\]

\[
= \frac{1}{Z} \sum_{\alpha=1}^{N} \text{Tr} \left[ e^{-\beta(N-\alpha)} \hat{A} e^{-\beta B} e^{-iBt} \hat{B} e^{-iBt} \right].
\]

(27)

where \( \beta = 1/k_B T \), \( \beta_s = \beta / N \), and \( \text{Tr}[\cdots] = \text{Tr}_c \text{Tr}_e \cdots \) is a trace over nuclear and electronic DOFs and \( Z \equiv \text{Tr}[e^{-\beta H}] \). Note that the index \( \alpha \) is used to represent a discrete version of the imaginary time integral over \( \lambda \), not to be confused with \( \alpha_{nm} \), the label of the \( \alpha \) extended generators used in Eq. (6). We will later identify that index \( \alpha \) as the nuclear bead index. In this section, we use the mixed SW/W representation to re-express \( C_{AB}^K(t) \), and derive the exact quantum Liouvilian.

A. The Kubo-transformed TCF in the mixed SW/W representation

To evaluate the Kubo-transformed TCF, we follow the previous strategy\cite{23,20,21,22} to use the discretized expression in the second line of \( C_{AB}^K(t) \) in Eq. (27). We write the Kubo-transformed TCF in a block form by inserting \( N-1 \) identities, \( I = e^{iBt} e^{-iBt} \), into Eq. (27), leading to

\[
C_{AB}^{(N)}(t) = \frac{1}{Z} \sum_{\alpha=1}^{N} \text{Tr}_c \text{Tr}_e \left[ e^{-\beta(N-\alpha)} \hat{A} e^{-iBt} e^{-iBt} \right] \times e^{-\beta H} \hat{A} e^{-iBt} e^{-iBt} \times e^{-\beta H} \hat{B} e^{-iBt} e^{-iBt} \times e^{-\beta H} \hat{B} e^{-iBt} e^{-iBt}.
\]

(28)

To evaluate the above trace, we insert the nuclear identity \( \hat{1}_{R_c} = \int d\hat{R}_c[R_c^i(R_c^j) \otimes \hat{T}] \) (where \( \hat{T} \) is the electronic identity) and use the property of the SW transform in Eq. (18) to compute electronic traces, leading to the following expression:

\[
C_{AB}^{(N)}(t) = \frac{1}{Z} \sum_{\alpha=1}^{N} \int d\hat{R}_c \int d\hat{R}_c \left[ \left[ R_c^i \right]_s \hat{B} e^{-iBt} e^{-iBt} \right] \times e^{-\beta H} \hat{A} e^{-iBt} e^{-iBt} \times e^{-\beta H} \hat{B} e^{-iBt} e^{-iBt} \times e^{-\beta H} \hat{B} e^{-iBt} e^{-iBt}.
\]

(29)

where we denote \([\cdots]_s\) as the SW transform of the \( s \) coherent state basis \( \{\Omega^{(a)}\} \) as follows:

\[
\left[ \hat{A} \right]_s = \text{Tr}_e \left[ \hat{A} \cdot \Omega_s^{(a)} \right],
\]

\[
\left[ \hat{A} \right]_s = \frac{1}{N+1} \hat{T} + \frac{2}{N+1} \sum_{\Omega_s} \Omega_s^{(a)} \cdot \hat{S}_s,
\]

\[
\Omega_s^{(a)} \equiv \left( \Omega^{(a)} \right) |S_s \rangle \langle \Omega^{(a)} |.
\]

We then use the following electronic identities [see Eq. (12)] and nuclear identities:

\[
\hat{1}_{R_c} = \int d\hat{R}_c[R_c^i(R_c^j) \otimes \hat{T}]
\]

(31a)

\[
\hat{1}_{R_c} = \int d\hat{R}_c[R_c^i(R_c^j) \otimes \hat{T}]
\]

(31b)

where \( \gamma = 1, \ldots, N \). The identity \( \hat{1}_{R_c} \) is inserted after each \( e^{-\beta H} \hat{A} \) and \( \hat{1}_{R_c} \) is inserted after each \( e^{iBt} e^{-iBt} \), leading to

\[
C_{AB}^{(N)}(t) = \frac{1}{Z} \int d\hat{R}_c \int d\hat{R}_c \int d\hat{R}_c \int d\hat{R}_c \left[ \left[ R_c^i \right]_s \hat{B} e^{-iBt} e^{-iBt} \right] \times e^{-\beta H} \hat{A} e^{-iBt} e^{-iBt} \times e^{-\beta H} \hat{B} e^{-iBt} e^{-iBt} \times e^{-\beta H} \hat{B} e^{-iBt} e^{-iBt}.
\]

(32)

where we have introduced the shorthand notation \( d[R_c] \equiv \prod_{\alpha=1}^{N} dR_c^i \), \( d[R_c] \equiv \prod_{\alpha=1}^{N} dR_c^i \), \( d[R_c] \equiv \prod_{\alpha=1}^{N} dR_c^i \), and \( d[\Omega^{(a)}] \equiv \prod_{\alpha=1}^{N} d[\Omega^{(a)}] \), with each \( d[\Omega^{(a)}] \) expressed in Eq. (B2).

Using the properties of the SW transform [Eqs. (10) and (18)], we can rewrite Eq. (32) as follows:

\[
C_{AB}^{(N)}(t) = \frac{1}{Z} \int d\hat{R}_c \int d\hat{R}_c \int d\hat{R}_c \int d\hat{R}_c \left[ \left[ R_c^i \right]_s \hat{B} e^{-iBt} e^{-iBt} \right] \times e^{-\beta H} \hat{A} e^{-iBt} e^{-iBt} \times e^{-\beta H} \hat{B} e^{-iBt} e^{-iBt} \times e^{-\beta H} \hat{B} e^{-iBt} e^{-iBt}.
\]

(33)

where we have used the cyclic-symmetric property to write the operator \( \hat{B} \) into a bead-averaged fashion (index \( a \) can be viewed as a bead index of a ring-polymer of \( N \) beads). Note that the two sums with respect to \( a \) are two independent ones. The details of the derivation are provided in Appendix C.

We can now change the nuclear variables\cite{20,21} as the following mean and difference variables:

\[
\hat{R}_c \equiv \frac{1}{2} (\hat{R}_c^i + \hat{R}_c^j),
\]

(34a)

\[
\hat{R}_c^a \equiv \hat{R}_c^a - \hat{R}_c^a
\]

(34b)

and inserting the following identity for each block:

\[
1 = \int d\hat{D}_a ds (D_a + D_a) = \frac{1}{2\pi \hbar} \int d\hat{D}_a \int d\hat{D}_a e^{i\hat{D}_a (D_a + D_a)}.
\]

(35)
This leads to the Wigner representation of the quantum DOFs, and the TCF in Eq. (33) becomes

\[
\mathcal{C}_{\text{Ad}}^{(X)}(t) = \frac{1}{(2\pi \hbar)^N} \int d(R_a) \int d(P_a) \int d(\Omega^{(a)}) \left\langle \left[ e^{-\beta \hat{A}} \right]_{\text{ws}} \hat{B}(t) \right\rangle_{\text{ws}},
\]

where \( \left[ e^{-\beta \hat{A}} \right]_{\text{ws}} \) is the SW/W transformed Boltzmann operator expressed as

\[
\left[ e^{-\beta \hat{A}} \right]_{\text{ws}} = \int d(D_\alpha) \frac{1}{N} \sum_{n=1}^{N} \epsilon^{B_n D_n / \hbar} \times \text{Tr} \left( \prod_{\alpha=1}^{N} \left( R_{\alpha} - \frac{1}{2} D_{\alpha} \right) e^{\beta \hat{A}} \right) \bar{w}_s^{(s)} \times \left[ \left( R_{\alpha} - \frac{1}{2} D_{\alpha} \right) e^{\beta \hat{A}} \right] \bar{w}_s^{(s)}
\]

and \( \left[ \hat{B}(t) \right]_{\text{ws}} \) is the bead-averaged SW/W transform of the operator \( \hat{B} \) expressed as follows:

\[
\left[ \hat{B}(t) \right]_{\text{ws}} = \int d(D_\alpha) \frac{1}{N} \sum_{n=1}^{N} \epsilon^{B_n D_n / \hbar} \times \text{Tr} \left( \prod_{\alpha=1}^{N} \left( R_{\alpha} - \frac{1}{2} D_{\alpha} \right) e^{\beta \hat{A}} \right) \bar{w}_s^{(s)} \times \left[ \left( R_{\alpha} - \frac{1}{2} D_{\alpha} \right) e^{\beta \hat{A}} \right] \bar{w}_s^{(s)}
\]

Note that we use the notation \( \left[ \hat{B}(t) \right]_{\text{ws}} \) to represent the bead averaged SW/W transform. When introduced in Eq. (25), it was only for a single bead.

We can formally express the Kubo-transformed TCF in Eq. (36) as follows:

\[
\mathcal{C}_{\text{Ad}}^{(X)}(t) = \frac{1}{(2\pi \hbar)^N} \int d(R_a) \int d(P_a) \int d(\Omega^{(a)}) \left[ e^{-\beta \hat{A}} \right]_{\text{ws}} \left[ e^{\beta \hat{A}} \right]_{\text{ws}},
\]

where the time-evolution is governed by the quantum Liouvillian,

\[
\left[ \hat{B}(t) \right]_{\text{ws}} = e^{\beta \hat{A}} \left[ \hat{B} \right]_{\text{ws}},
\]

which will be derived in Sec. III B.

If, in addition, \( \hat{A} \) is linear in \( \hat{R} \) (and equivalently for \( \hat{P} \)), then

\[
\left[ e^{-\beta \hat{A}} \right]_{\text{ws}} = \left[ A(\hat{R}) \right]_{\text{ws}} \left[ e^{-\beta \hat{A}} \right]_{\text{ws}} = \mathcal{A}_0(\hat{R}) e^{-\beta \hat{A}} \left[ e^{-\beta \hat{A}} \right]_{\text{ws}},
\]

where we have used \( \left[ A(\hat{R}) \right]_{\text{ws}} = \left[ A_0(\hat{R}) \right]_{\text{ws}} = A_0(\hat{R}) \). Due to the cyclic property of the beads, the estimator \( \mathcal{A}_0(\hat{R}) \) is expressed as a bead-average \( \mathcal{A}_0(\hat{R}) \equiv \frac{1}{N} \sum_{n=1}^{N} A_0(R_n) \). In this case, the Kubo-transformed TCF is

\[
\mathcal{C}_{\text{Ad}}^{(X)}(t) = \frac{1}{(2\pi \hbar)^N} \int d(R_a) \int d(P_a) \int d(\Omega^{(a)}) \left[ \mathcal{A}_0(\hat{R}) \right]_{\text{ws}} \left[ e^{\beta \hat{A}} \right]_{\text{ws}}
\]

The estimator \( \left[ \hat{B} \right]_{\text{ws}} \) can be expressed as

\[
\left[ \hat{B} \right]_{\text{ws}} = \frac{1}{N} \sum_{a=1}^{N} \left[ \hat{B} \right]_{\text{ws}}
\]

with the short notation \( \left[ \hat{B} \right]_{\text{ws}} = \left[ \hat{B}(R_n, P_n) \right]_{\text{ws}} \). In terms of the spin mapping variables \( (\Omega^{(a)}) \) in Eq. (9) (for \( n > m \)), we have

\[
\left[ n \right]_{\text{ws}} = \frac{1}{N} \sum_{m=1}^{N} \sqrt{\frac{2}{m(m-1)}} \Omega^{(m)}_{\text{ws}} - r_s \sqrt{\frac{2(n-1)}{n}} \Omega^{(n)}_{\text{ws}},
\]

where the detailed expressions of \( \Omega^{(m)}_{\text{ws}}, \Omega^{(n)}_{\text{ws}} \), and \( \Omega^{(n)}_{\text{ws}} \) are provided in Eqs. (B5)–(B7).

B. Expression of the quantum Liouvillian

To obtain the quantum Liouvillian \( \mathcal{L} \) in Eq. (40), we use the time-derivative of \( \left[ \hat{B} \right]_{\text{ws}} \) through the Heisenberg equations of motions (EOMs) as follows:

\[
\frac{d}{dt} \left[ \hat{B} \right]_{\text{ws}} = \mathcal{L}[\hat{B}]_{\text{ws}} = \frac{1}{N} \sum_{a=1}^{N} \frac{d}{dt} \left[ \hat{B} \right]_{\text{ws}} = \frac{1}{N} \sum_{a=1}^{N} \mathcal{L}^{(a)}(\hat{B})_{\text{ws}},
\]

leading to an expression of bead specific Liouvillian components, \( \mathcal{L}^{(a)}, \) evolving each bead. Each of these Liouvillian components is identical to what we have previously derived for a regular TCF.31

The expression of \( \mathcal{L}^{(a)} \) is obtained through
\[
\begin{align*}
\frac{d}{dt}\begin{bmatrix} a \\ \beta \end{bmatrix}(t)_{\text{WS}} &= \frac{d}{dt}\begin{bmatrix} B_0 & \beta \end{bmatrix}(t)_{\text{WS}} + \sum_{i=1}^{N^z} \frac{d}{dt}\begin{bmatrix} B_i & \frac{1}{\hbar} S_i \end{bmatrix}(t)_{\text{WS}} \\
&= \frac{d}{dt}\begin{bmatrix} B_0 \alpha \end{bmatrix}(t)_{\text{WS}} + \sum_{i=1}^{N^z} \frac{d}{dt}\begin{bmatrix} B_i \alpha \end{bmatrix}(t)_{\text{WS}}, \quad (54)
\end{align*}
\]

We emphasize that the Kubo-transformed TCF in Eq. (39) and the Liouvillian in Eq. (54) are, in principle, exact. Directly evaluating these expressions numerically will be as difficult as the exact quantum mechanics.

**IV. NON-ADIABATIC MATSUBARA DYNAMICS AND SM-NRPMD**

In this section, we follow the original work on the Matsubara dynamics in Ref. 30 as well as our recent work on non-adiabatic Matsubara dynamics based on the MMST mapping variables to derive the spin mapping based non-adiabatic Matsubara and the spin-mapping non-adiabatic RPMD (SM-NRPMD) approach.

**A. Non-adiabatic Matsubara dynamics**

We follow the procedure of our previous work on deriving the non-adiabatic Matsubara dynamics. First, a transformation from the bead to the normal mode representation is introduced as follows:

\[
R_i = \sum_{a=1}^{N^z} \frac{T_{ai}}{\sqrt{N^z}} R_a, \quad P_i = \sum_{a=1}^{N^z} \frac{T_{ai}^*}{\sqrt{N^z}} P_a, \quad (55)
\]

and the corresponding inverse transform is

\[
R_a = \sum_{l=-N^z}^{N^z} T_{al} \sqrt{N^z} R_i, \quad P_a = \sum_{l=-N^z}^{N^z} T_{al}^* \sqrt{N^z} P_i, \quad (56)
\]

with the transformation matrix element (with an odd number \( N^z \)) defined as

\[
T_{ai} = \begin{cases} 
\frac{1}{\sqrt{N^z}}, & l = 0, \\
\frac{2}{\sqrt{N^z}} \sin \frac{2m\pi l}{N^z}, & 1 \leq l \leq \frac{N^z-1}{2}, \\
\frac{2}{\sqrt{N^z}} \cos \frac{2m\pi l}{N^z}, & -\frac{N^z-1}{2} \leq l \leq -1.
\end{cases} \quad (57)
\]

The new variables \( \{R_i, P_i\} \) are normal modes of the free ring polymer Hamiltonian

\[
H_{\text{FP}} = \sum_{a=1}^{N^z} \frac{p^2}{2m} + \frac{m}{2\beta\hbar} \left( R_a - R_{a+1} \right)^2 \\
= N^z \sum_{l=-N^z}^{N^z} \frac{p^2}{2m} + \frac{m}{2} \omega_l^2 R_i^2, \quad (58)
\]

where the normal mode frequency is

\[
\omega_l = \frac{2}{\beta\hbar} \sin \left( \frac{l\pi}{N^z} \right). \quad (59)
\]
and \( l = 0, \ldots, \pm (N - 1)/2 \) is the index of normal modes. Using this transformation, the Liouvillian in Eqs. (49)–(53) can be expressed in the normal mode representation using the Poisson operator expressed in terms of the normal modes. The estimator \( \hat{B}_i^{(a)} \) is also expressed in terms of the normal modes through Eq. (56) as \( B_i^{(a)} \equiv B_i(R_a(\mathcal{R}), P_a(\mathcal{P})) \) and, equivalently, for \( B_i^{(a)} \).

To transform the bead-specific Liouvillian into normal mode representation, we first write the Poisson operator \( \frac{\hbar}{2} \hat{\Lambda}_a \) inside the sines and cosines of Eqs. (49)–(53) as a sum over all bead indices \( \sum_a \frac{\hbar}{2} \hat{\Lambda}_a \), leading to the following replacement:

\[
\sin \left( \frac{\hbar}{2} \hat{\Lambda}_a \right) \rightarrow \sin \left( \frac{\hbar}{2} \sum_a \hat{\Lambda}_a \right),
\]

\[
\cos \left( \frac{\hbar}{2} \hat{\Lambda}_a \right) \rightarrow \cos \left( \frac{\hbar}{2} \sum_a \hat{\Lambda}_a \right).
\]

This results in an identical Liouvillian compared to the original expression \(^{22,74}\) because there is no cross-bead term in \( \hat{H}_i(R_a, P_a) \) nor in \( \hat{H}_i(R_a), B_i^{(a)}, \) and \( B_i^{(a)} \). With these expressions, the Liouvillian can be transformed into the normal mode representation \(^{11} \) as follows:

\[ L_i^{(a)} B_i^{(a)} = \frac{2}{\hbar} \hat{H}_i(R_a(\mathcal{R}), P_a(\mathcal{P})) \sin \left( \frac{\hbar}{2N} \hat{\Lambda}^{(N)} \right) B_i^{(a)}, \]

\[ L_i^{(a)} \sin \left( \frac{\hbar}{2N} \hat{\Lambda}^{(N)} \right) B_i^{(a)}, \]

\[ \cos \left( \frac{\hbar}{2N} \hat{\Lambda}^{(N)} \right) B_i^{(a)}, \]

where \( \hat{\Lambda}^{(N)} \) is the Poisson operator with the normal mode representation expressed as follows:

\[ \hat{\Lambda}^{(N)} = \sum_{\alpha} \sum_{\beta} \hat{\Lambda}_\alpha \hat{\Lambda}_\beta \]

\[ \frac{\hbar}{2N} \hat{\Lambda}_\alpha \hat{\Lambda}_\beta \]

\[ \frac{\hbar}{2N} \hat{\Lambda}_\alpha \hat{\Lambda}_\beta \]

\[ \frac{\hbar}{2N} \hat{\Lambda}_\alpha \hat{\Lambda}_\beta \]

The correlation function in Eq. (39) can be expressed in the normal mode representation as follows:

\[ C_A^{(N)}(t) = \frac{1}{(2\pi \hbar)^N} \int d(\mathcal{R}_1) \int d(\mathcal{P}_1) \int d(\Omega^{(a)}) \]

\[ e^{-\beta \hat{\Lambda}} A \]

\[ e^{-\beta \hat{\Lambda}} B \]

where \( d(\mathcal{R}_1) \equiv \prod_{l=0}^{(N-1)/2} dR_{l1} \) and \( d(\mathcal{P}_1) \equiv \prod_{l=0}^{(N-1)/2} dP_{l1} \), both \( e^{-\beta \hat{\Lambda}} A \) and \( e^{-\beta \hat{\Lambda}} B \) are expressed in the normal mode representation, and the Liouvillian \( \mathcal{L} \) is expressed using the normal modes, with the detailed expressions in Eq. (60).

In the limit of \( N \to \infty \), only the \( M \) lowest frequencies of the free ring-polymer of \( N \) beads (when \( M \ll N \)) contribute to the initial quantum Boltzmann distribution. \(^{27,28}\) The frequencies of these modes are referred to as the Matsubara frequencies, \(^{30,78}\) which corresponds to the \( M \ll N \) limit (under the \( M \to \infty \) and \( N \to \infty \) limits) of the normal mode frequencies in Eq. (59).

The main idea of the Matsubara dynamics \(^{30} \) is to only use the Matsubara modes to evolve the quantum dynamics in the Kubo-transformed TCF because these modes completely determine the initial quantum statistics. Hence, the central approximation of the Matsubara dynamics is to discard the non-Matsubara modes in the quantum Liouvillian. \(^{30} \) To briefly discuss this, we introduce the following mode-to-bead transformation that only considering the Matsubara modes:

\[ R_a^{[M]} \equiv R_a(\mathcal{R}_M) = \sum_{l=-M}^{M} \frac{T_{il}}{\sqrt{N}} R_{l1}, \]

\[ P_a^{[M]} \equiv P_a(\mathcal{P}_M) = \sum_{l=-M}^{M} \frac{T_{il}}{\sqrt{N}} N P_{l1}, \]

which have the same expression as those in Eq. (56), except a truncation to the normal modes only including the Matsubara modes. In the above equation, we introduced the notation \( \mathcal{R}_M = (R_{-M}, \ldots, R_M) \) and \( \mathcal{P}_M = (P_{-M}, \ldots, P_M) \) which are the Matsubara modes.

Following the Matsubara approximation, \(^{30} \) we approximate the Liouvillian in Eq. (48) by only considering the Matsubara modes, leading to

\[ \mathcal{L}(\hat{\Lambda}^{[N]}) = \mathcal{L}^{[M]}(\hat{\Lambda}^{[M]}), \]

where we have discarded all non-Matsubara modes. The corresponding approximate Liouvillian has the same formal expression as the one given in Eq. (60), except by replacing \( \hat{\Lambda}^{[N]} \) with \( \hat{\Lambda}^{[M]} \) as follows:

\[ \hat{\Lambda}^{[N]} \rightarrow \hat{\Lambda}^{[M]} = \sum_{l=-M}^{M} \frac{\hbar}{2N} \hat{\Lambda}_l \]

One can further expand the sines and cosines in the Liouvillian expression \( \mathcal{L}^{[M]} \), leading to

\[ \sin \left( \frac{\hbar}{2N} \hat{\Lambda}^{[M]} \right) = \frac{\hbar}{2N} \hat{\Lambda}^{[M]} + O \left( \frac{M^3 \hbar^3}{N^2} \right), \]

\[ \cos \left( \frac{\hbar}{2N} \hat{\Lambda}^{[M]} \right) = 1 + O \left( \frac{M^3 \hbar^3}{N^2} \right). \]

Under the limit \( M \ll N \), the Planck constant is effectively scaled as \( \hbar \to \hbar M/N \) (note the overall scaling of \( O(\hat{\Lambda}^{[M]}) \) due to the
sum in Eq. (66). This means that inside the Matsubara subspace, one can effectively scale the Planck constant as small as one desires such that the linearization of the sines and cosines becomes exact (but remains an approximation in the full normal mode space).\(^\text{10}\)

The Matsubara Liouvillian \(L^{[M]}(\hat{A}^{[M]})\) will only update the Matsubara modes in \(B_{0}^{(a)}\) and \(B_{0}^{(s)}\) in Eq. (47) and will no longer evolve the non-Matsubara modes. Eventually, one can analytically integrate out all non-Matsubara modes\(^\text{10}\) in the Kubo-transformed TCF expression (including those inside \([e^{i\beta t}A]_{\text{of}}\) as well as inside \([\hat{f}]_{\text{M}}\) ), as shown in Appendix B of Ref. 25 as well as in Ref. 30.

Using the argument in Eq. (67), i.e., only the leading order of the quantum Liouvillian in the Matsubara space is needed, the Liouvillian in Eq. (65) can be expressed as

\[
\mathcal{L}^{[M]}[\hat{B}]_{\text{ws}} = \frac{1}{N} \sum_{a=1}^{N} \sum_{i,j=1}^{M} \left[ \frac{p_i}{m} \frac{\partial}{\partial R_i} - \frac{1}{N} \frac{\partial H_{\alpha}(R_{[M]})}{\partial R_i} \right] + r_k \sum_{a=1}^{N-1} \frac{\partial H_{\alpha}(R_{[M]})}{\partial R_i} \left[ \frac{\partial}{\partial R_i} \right] B_{0}^{(a)[M]} \\
+ \frac{1}{N} \sum_{a=1}^{N} \sum_{i=1}^{M-1} \left[ \frac{p_i}{m} \frac{\partial}{\partial R_i} - \frac{1}{N} \frac{\partial H_{\alpha}(R_{[M]})}{\partial R_i} \right] B_{0}^{(a)[M]} ,
\]

(68)

where the SW/W transform of the operator \(\hat{A}\) will only contain the Matsubara modes,

\[
B_{0}^{(a)[M]} \equiv B_{0}^{(a)[M]}(\hat{A}^{[M]}), \quad B_{0}^{(a)[M]} \equiv B_{0}^{(a)[M]}(\hat{A}^{[M]}).
\]

(69)

Note that in the Matsubara Liouvillian [Eq. (68)], we have also ignored the \(L_{\alpha}^{[a]}(\hat{R}_{\alpha}^{[a]} B_{0}^{(a)})\) term [Eq. (60c)]. In the linearized spin-mapping approach, this is an additional Liouvillian that is less straightforward to evaluate using independent trajectory method and has been ignored.\(^\text{43,51}\) This should be viewed as an independent approximation, and the consequences of making this approximation are subjects to future investigations.

Following the same procedure outlined in our early work in Ref. 25, we analytically integrate out the non-Matsubara modes (see Appendix B of Ref. 25) in the Kubo-transformed correlation function. A symmetric Trotter expansion (which is exact under the \(N \to \infty\) limit) is further used to split the Boltzmann operator into a state-dependent and a state-independent term to simplify the distribution expression [see Eq. (B4) in Appendix B of Ref. 25]. Finally, we obtain the Matsubara dynamics expression of the Kubo-transformed TCF. When the operator \(\hat{A}\) is a linear nuclear operator, the TCF in Eq. (62) has the final form of

\[
C_{\text{M}}^{[M]} = \frac{\alpha_{M}}{(2\pi)^{N}} Z_{\text{M}} \int d\mathbf{R}_{\text{M}} \int d\mathbf{P}_{\text{M}} \int d(\Omega_{\text{M}}) e^{i\beta N (H_{\text{M}} \text{H}_{\text{M}} \phi_{\text{M}})} \\
\times A_{0}(\mathcal{R}_{\text{M}}) \text{Tr}_{\text{ws}}\left[ \hat{B}_{i}^{[M]} \right] e^{i\beta \mathcal{L}_{i}^{[M]}[\hat{B}]_{\text{ws}},
\]

(70)

where \(\alpha_{M} = \frac{\theta_{M}}{(M-1)!2^{M}}\), with the shorthand notation \(d\mathbf{R}_{\text{M}} \equiv \prod_{i=1}^{M-1} \frac{dR_i}{(M-1)!2^{M}}\) and \(d\mathbf{P}_{\text{M}} \equiv \prod_{i=1}^{M-1} \frac{dP_i}{(M-1)!2^{M}}\). Note that compared to Eq. (62) that contains integrals for all normal modes, in \(C_{\text{M}}^{[M]}\) [Eq. (70)], only the Matsubara modes are present. Furthermore, the state-independent Hamiltonian \(H_{\text{M}}\), the Matsubara phase \(\phi_{\text{M}}\), and the electronic phase \(\Gamma_{i}^{[M]}\) have the following expressions:

\[
H_{\text{M}} = \sum_{a=1}^{N} H_{\alpha}(R_{[M]}(\hat{A}^{[M]}), \hat{A}^{[M]}),
\]

\[
\phi_{\text{M}} = \sum_{J=M}^{M+i} \mathcal{P}_{J} \hat{\omega}_{J} \mathcal{R}_{J},
\]

\[
\Gamma_{i}^{[M]} = \prod_{a=1}^{N} e^{\beta N \frac{1}{2} \sum_{J=1}^{M} \langle \hat{B}_{i}^{[M]}(\hat{A}^{[M]}) \hat{B}_{i}^{[M]} \rangle} \delta_{\text{ws}},
\]

(71)

where \(\hat{\omega}_{J}\) is the Matsubara frequency [Eq. (63)] and \(\hat{B}_{i}^{[M]}(\hat{A}^{[M]})\) is the SW kernel defined in Eq. (30b) (with radius \(r_{i}\)). The Matsubara partition function \(Z_{\text{M}}\) is expressed as

\[
Z_{\text{M}} = \frac{\alpha_{M}}{(2\pi h)^{N}} \int d\mathbf{R}_{\text{M}} \int d\mathbf{P}_{\text{M}} \int d(\Omega_{\text{M}}) e^{i\beta N (H_{\text{M}} \text{H}_{\text{M}} \phi_{\text{M}})} \\
\times e^{i\beta N (H_{\text{M}} \text{H}_{\text{M}} \phi_{\text{M}})} \text{Tr}_{\text{ws}}\left[ \hat{B}_{i}^{[M]} \right].
\]

(72)

If the operator \(\hat{A}\) is a projection operator (that only depends on the electronic DOFs), then the TCF in Eq. (62) after the Matsubara approximation is expressed as

\[
C_{\text{M}}^{[M]}(\mathcal{A}_{\text{M}}) = \frac{\alpha_{M}}{(2\pi)^{N}} Z_{\text{M}} \int d\mathbf{R}_{\text{M}} \int d\mathbf{P}_{\text{M}} \int d(\Omega_{\text{M}}) e^{i\beta N (H_{\text{M}} \text{H}_{\text{M}} \phi_{\text{M}})} \\
\times e^{i\beta N (H_{\text{M}} \text{H}_{\text{M}} \phi_{\text{M}})} \text{Tr}_{\text{ws}}\left[ \hat{B}_{i}^{[M]} \right] e^{i\beta \mathcal{L}_{i}^{[M]}[\hat{B}]_{\text{ws}},
\]

(73)

with the same expressions of \(H_{\text{M}}, \phi_{\text{M}}, \Gamma_{i}^{[M]}\) defined in Eq. (71), and \(Z_{\text{M}}\) defined in Eq. (72). The trace \(\text{Tr}_{\text{ws}}\left[ \hat{B}_{i}^{[M]} \right] \hat{\mathcal{A}}_{\text{M}}\) is expressed as

\[
\text{Tr}_{\text{ws}}\left[ \hat{B}_{i}^{[M]} \hat{\mathcal{A}}_{\text{M}} \right] = \frac{1}{N} \sum_{a=1}^{N} \text{Tr}_{\text{ws}}\left[ \prod_{a=1}^{N} e^{i\beta N \frac{1}{2} \sum_{J=1}^{M} \langle \hat{B}_{i}^{[M]}(\hat{A}^{[M]}) \hat{B}_{i}^{[M]} \rangle} \delta_{\text{ws}} \hat{\mathcal{A}}_{\text{M}} \right] \\
\times \hat{\mathcal{L}}^{[M]}_{\text{M}} (\hat{\mathcal{A}}_{\text{M}})
\]

(74)

B. The RPMD approximation

As discussed in the previous works,\(^\text{25,50}\) numerically evaluating the Matsubara phase \(\phi_{\text{M}}\) remains computationally challenging due to the severe sign problem. One possible way to avoid directly evaluating this phase is to make the transformation \(\mathcal{P}_{i} \to \mathcal{P}_{i} \text{e}^{-i \mathcal{M}} \) together with the change in the contour of integration\(^\text{52,79}\) \(\int \text{d} \mathcal{P}_{i} \to \int \text{d} \mathcal{P}_{i} \), which changes variables leads to a complex Liouvillian,

\[
\hat{\mathcal{L}}^{[M]} = \hat{\mathcal{L}}^{[M]}_{\text{rp}} + i \hat{\mathcal{L}}^{[M]}_{\text{i}},
\]

(75)

where \(\hat{\mathcal{L}}^{[M]}_{\text{rp}}\) is the real part of the Liouvillian in the normal mode representation as follows:
\[ \mathcal{L}^{[M]}_{\text{ip}} \left[ \frac{\partial}{\partial \tilde{p}} \right]_{\text{ws}} = \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{l=1}^{M-1} \left[ \left( \frac{\partial}{\partial R_l} - \frac{m \bar{a}^2 R_l}{\hbar} \frac{\partial}{\partial \tilde{p}} \right) \frac{\partial H_0}{\partial R_l} \left[ \frac{\partial}{\partial \tilde{p}} \right]_{\text{ws}} + \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{l=1}^{M-1} \left( \frac{\partial}{\partial R_l} \left( \frac{\partial H_0}{\partial R_l} \right) \Omega_{(\alpha)} \right)^{\frac{\partial}{\partial \tilde{p}} \left[ \frac{\partial}{\partial \tilde{p}} \right]_{\text{ws}} } \right] \] 

and \( i \mathcal{L}^{[M]}_{\text{ip}} \) is the imaginary part of the Liouvillian, \( H_{\text{ip}}^{[M]} \).

As discussed in Ref. 74 (Chap. 3) as well as Ref. 79, one can gradually discard the imaginary Liouvillian \( i \mathcal{L}^{[M]}_{\text{ip}} \) in Eq. (75) and make the following approximation:

\[ \mathcal{L}^{[M]} \approx \mathcal{L}^{[M]}_{\text{ip}} \] (78)

while gradually pushing each \( \int d\tilde{p} \) integral toward the real axis of \( \mathcal{P}_l \). This procedure \( \approx 79 \) is referred to as the “RPM approximation.” After applying the RPM approximation, the correlation function in Eq. (70) (when \( \hat{A} \) is a linear operator of \( \hat{R} \)) is expressed as

\[ C_{AB}^{N[N]} = \frac{\alpha_M}{(2\pi\hbar)^N_Z} \int d\hat{R}_M \int d\hat{P}_M \int d\left( \Omega^{(\alpha)} \right) \times e^{-\beta_N H_{\text{ip}}^{[M]}} \text{Tr}_{\left[ \hat{\Gamma}_i \right]} \left[ \hat{\Gamma}_i \right]^{(\alpha)} \left[ \mathcal{H}_{\text{ws}} \right]^{[M]}, \] (79)

where the dynamics is only evolved with \( \hat{L}_{\text{ip}}^{[M]} \) defined in Eq. (76), and the state-independent Hamiltonian in the initial distribution \( e^{-\beta_N H_{\text{ip}}^{[M]}} \) now includes the spring term of the ring-polymer as follows:

\[ H_{\text{ip}}^{[M]} = \sum_{\alpha=1}^{N} \hat{H}_0 \left( R_\alpha, \hat{P}_\alpha \right) + N \sum_{l=1}^{M-1} \frac{1}{2} m \bar{a}^2 R_l^2, \] (80)

where \( \bar{a} \) is the Matsubara frequency introduced in Eq. (63).

In the case of \( \hat{A} \) being a projection operator, the same approximation can be performed, and Eq. (73) becomes

\[ C_{AB}^{N[N]}(t) = \frac{\alpha_M}{(2\pi\hbar)^N_Z} \int d\hat{R}_M \int d\hat{P}_M \int d\left( \Omega^{(\alpha)} \right) \times e^{-\beta_N H_{\text{ip}}^{[M]}} \text{Tr}_{\left[ \hat{\Gamma}_i \right]} \left[ \hat{\Gamma}_i \right]^{(\alpha)} \left[ \mathcal{H}_{\text{ws}} \right]^{[M]}, \] (81)

with the same \( H_{\text{ip}}^{[M]} \) expressed in Eq. (80) and \( \mathcal{L}^{[M]}_{\text{ip}} \) expressed in Eq. (76). The dynamics in these Kubo-transformed TCFs [Eqs. (79) and (81)] can be seen as governed by a \( \tilde{N} \)-bead ring-polymer \( \{ R_\alpha (\mathcal{M}) \} \) that only contains the \( \mathcal{M} \) Matsubara modes for the nuclear DOFs and \( \tilde{N} \) mapping beads for the electronic DOFs.

C. The spin-mapping NRPM method

Directly evaluating \( C_{AB}^{N[N]} \) in Eqs. (79) and (81) remains numerically challenging because it often requires a large number of beads \( \tilde{N} \) such that the total number of Matsubara modes \( \mathcal{M} \) is large enough to converge the initial quantum statistics. For this is a well-known numerical fact for the Matsubara-based path-integral molecular dynamics or Monte-Carlo approaches. For the non-adiabatic case investigated here, the further complication also comes from the initial non-adiabatic phase \( \text{Tr}_e \left[ \hat{\Gamma}_i^{[M]} \right] \) in Eq. (79) or \( \text{Tr}_e \left[ \hat{\Gamma}_i^{[M]} \right] \) in Eq. (81), which induces a (separate) sign problem as \( \tilde{N} \) gets very large.

We thus consider an additional approximation by replacing the Matsubara frequencies \( \bar{a} \) in Eqs. (79) and (81) with the normal mode frequencies of the ring polymer \( \omega_l \) [Eq. (59)] as suggested by the original adiabatic Matsubara dynamics. This should be viewed as a separate approximation in addition to the RPM approximation in Sec. IV B. Expressing the TCF in the bead representation, we obtain the approximate TCF as

\[ C_{AB}^{N[N]}(t) = \frac{1}{Z_{\alpha}(2\pi\hbar)^N_Z} \int d\left( R_a \right) \int d\left( P_a \right) \int d\left( \Omega^{(\alpha)} \right) \times e^{-\beta_N H_{\text{ip}}^{[M]}} \text{Tr}_{\left[ \hat{\Gamma}_i \right]} e^{\frac{i}{\hbar} \left[ \hat{\Gamma}_i \right]^{(\alpha)} \left[ \mathcal{H}_{\text{ws}} \right]^{[M]}, \] (82)

where \( \hat{A} \) is linear in \( \hat{R} \) (or \( \hat{P} \)), and the SM-NRPM partition function is

\[ Z_{\alpha} = \frac{1}{(2\pi\hbar)^N_Z} \int d\left( R_a \right) \int d\left( P_a \right) \int d\left( \Omega^{(\alpha)} \right) e^{-\beta_N H_{\text{ip}}^{[M]}} \text{Tr}_{\left[ \hat{\Gamma}_i \right]} \left[ \hat{\Gamma}_i \right], \] (83)

The ring-polymer Hamiltonian \( H_{\text{ip}}^{[N]} \) in the bead representation is expressed as

\[ H_{\text{ip}}^{[N]} = \sum_{a=1}^{N} \hat{H}_0 (R_a, P_a) + m \sum_{a=1}^{N} \left( \frac{\partial}{\partial R_a} \hat{F}_a \right)^2, \] (84)

and the electronic phase term is

\[ \hat{F}_a = \sum_{a=1}^{N} \tilde{e}^{\beta_N \frac{1}{2} \sum_{k=1}^{\tilde{N}} \left( \hat{u}^{(\alpha)}_k \right) \cdot \tilde{a}_k^{(\alpha)}}. \] (85)

When \( \hat{A} \) is a projection operator, the TCF is expressed as

\[ C_{AB}^{N[N]}(t) = \frac{1}{Z_{\alpha}(2\pi\hbar)^N_Z} \int d\left( R_a \right) \int d\left( P_a \right) \int d\left( \Omega^{(\alpha)} \right) \times e^{-\beta_N H_{\text{ip}}^{[M]}} \text{Tr}_{\left[ \hat{\Gamma}_i \hat{A} \right]} e^{\frac{i}{\hbar} \left[ \hat{\Gamma}_i \right]^{(\alpha)} \left[ \mathcal{H}_{\text{ws}} \right]^{[M]}, \] (86)

and the electronic phase \( \text{Tr}_{\left[ \hat{\Gamma}_i \hat{A} \right]} \) is expressed as

\[ \text{Tr}_{\left[ \hat{\Gamma}_i \hat{A} \right]} = \frac{1}{N} \sum_{a=1}^{N} \text{Tr}_{\left[ \hat{\Gamma}_i \right]} \left[ \sum_{a=1}^{N} \left( \hat{F}_a \right)^2 \right] e^{\frac{i}{\hbar} \left[ \hat{\Gamma}_i \right]^{(\alpha)} \left[ \mathcal{H}_{\text{ws}} \right]^{[M]}, \] (87)

The Liouvillian of SM-NRPM [see Eq. (76)] in the bead representation is expressed as
\[ \mathcal{L}^{[N]}_{\text{rp}}[\hat{\beta}]_{\text{be}} = \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{i=1}^{N} \left[ \frac{p_{\alpha} \hat{\beta} \frac{\partial}{\partial r_{\alpha}} - \frac{m}{2\beta^{2}} \frac{\partial}{\partial p_{\alpha}} (2r_{\alpha} - R_{\alpha-1} - R_{\alpha+1}) \hat{\beta} \frac{\partial}{\partial P_{\alpha}} }{r_{\alpha}} + \left( \frac{\partial H_{0}(R_{\alpha})}{\partial R_{\alpha}} + \sum_{j=1}^{N_{-1}} r_{i,j} \frac{\partial H_{i}(R_{\alpha})}{\partial R_{\alpha}} \Omega_{i}^{(a)} \right) \frac{\partial}{\partial P_{\alpha}} \right] \frac{\partial}{\partial \beta_{\alpha}} \hat{\beta}^{(a)}, \quad (88) \]

where \( B^{(a)} \) and \( B^{(a)} \) are defined in Eq. (48).

The Liouvillian in Eq. (88) leads to the SM-NRPMD Hamiltonian as follows:

\[ \hat{H}_{N}^{[N]} = \sum_{\alpha=1}^{N} \left[ H_{0}(R_{\alpha}, P_{\alpha}) + \frac{m}{2\beta^{2}} \frac{1}{2} \left( (r_{\alpha} - R_{\alpha-1})^{2} + \sum_{i=1}^{N_{-1}} r_{i,j} H_{i}(R_{\alpha}) \Omega_{i}^{(a)} \right) \right] \]

where \( H_{0} \) is expressed in Eq. (50b) and \( H_{\text{rp}}^{[N]} \) is expressed in Eq. (86).

The EOMs for the SM-NRPMD method based on the Liouvillian in Eq. (88) are

\[ \dot{R}_{\alpha} = \frac{p_{\alpha}}{m}, \quad (90a) \]
\[ \dot{p}_{\alpha} = -\frac{\partial H_{\text{rp}}^{[N]}}{\partial R_{\alpha}} - \sum_{j=1}^{N_{-1}} r_{i,j} \frac{\partial H_{i}(R_{\alpha})}{\partial R_{\alpha}} \Omega_{i}^{(a)}, \quad (90b) \]
\[ \dot{\Omega}_{i}^{(a)} = \sum_{j=1}^{N_{-1}} r_{i,j} f_{i,j} \frac{\partial H_{i}(R_{\alpha})}{\partial R_{\alpha}} \Omega_{i}^{(a)}, \quad (90c) \]

which are the Hamilton’s EOMs of the Hamiltonian \( H_{N} \) in Eq. (89).

The correlation function in Eqs. (82) and (86) and the Liouvillian \( \mathcal{L}^{[N]}_{\text{rp}} \) in Eq. (88) constitute the SM-NRPMD approach to compute Kubo-transformed TCFs. The approximations we have made to obtain this expression are (1) Matsubara approximation [Eq. (65)], (2) ignoring the \( L^{[a]} \) term [Eq. (60c)] in EOMs, (3) the RPMD approximation [Eq. (78)], (4) replacing the Matsubara frequencies [Eq. (63)] with the normal mode frequencies of the ring polymer [Eq. (59)] in the correlation function expression. Approximations (1), (3), and (4) are related to the origin of the adiabatic version of RPMD, whereas approximation (2) is related specifically to the SM-NRPMD approach.

There are several interesting connections between the current SM-NRPMD formalism and previous works. First, for the two-level special case \( (N = 2) \), both the EOMs and the Kubo-transformed TCF of the current formalism reduce back to those proposed in our previous work.\(^{25}\) Note that in Ref. 52 the initial distribution (partition function) was derived based on the imaginary-time path-integral approach and the dynamics were proposed. Here, the Kubo-transformed TCF and dynamics are derived based on the Matsubara approximation and the RPMD approximation of the exact TCF. The main equations of SM-NRPMD for the two-state special case are provided in Appendix D. Second, in the one-bead limit, \( N = 1 \), the Hamiltonian \( H_{N} \) [Eq. (89)] and the corresponding EOMs in Eq. (90) reduce back to the same expressions for the linearized spin mapping dynamics\(^{46,52}\) [Eq. (86) in Ref. 51] for a regular TCF. Third, under the state-independent limit or the electronically adiabatic limit (such that the ground electronic state is well separated from other electronic states), this formalism reduces back to the original adiabatic RPMD.\(^{48,52}\) Finally, when choosing only one bead for the nuclear DOF and \( N \) beads for the electronic mapping DOFs, the current formalism is closely connected to the recently proposed spin mapping path-integral approach.\(^{39,40}\)

Note that under the \( t \to 0 \) limit, Eq. (86) becomes

\[ \mathcal{C}_{AB}^{[N]}(0) = \frac{1}{Z_{N}^{[N]}(2\pi \hbar)^{N}} \int d\{R_{\alpha}\} \int d\{P_{\alpha}\} \int d\{\Omega^{(a)}\} \times e^{-\frac{\beta}{N} H_{\text{rp}}^{[N]}} \text{Tr}_{c} \left[ \hat{A} \hat{\beta} \right]_{\text{be}}, \quad (91) \]

This expression can also be obtained from a standard imaginary-time path-integral technique,\(^{28,53}\) which will be exact under the \( N \to \infty \) limit.\(^{39} \) The two-state system \( (N = 2) \) example for such a derivation is provided in our previous work,\(^{25}\) which is referred to as the spin coherent state (SCS) partition function [Eq. (35) in Ref. 52]. The difference between the path-integral derivation and the Matsubara derivation is that the Matsubara dynamics introduce the nuclear momenta from a multidimensional Wigner transform [Eq. (36)], which can be viewed as the physical momenta, whereas the imaginary-time path-integral approach introduces these nuclear momenta as fictitious variables. More of this discussion can be found in Eq. (79) of Ref. 25.

The original adiabatic version of RPMD has a desirable property, which preserves quantum Boltzmann distribution and the detailed balance, \( \langle \hat{A}(t) \rangle = \langle \hat{A}(0) \rangle \). The key to achieve the detailed balance condition is

\[ \mathcal{L}^{[N]}_{\text{rp}}[K^{(a)}] e^{-\beta N H_{\text{rp}}^{[N]}} \text{Tr}_{c} \left[ \hat{F} \right]_{\text{be}} = 0, \quad (92) \]

where \( K^{(a)} \) is the Jacobian determinant [see Eq. (B4)] in the differential phase space volume element \( d\{\Omega^{(a)}\} \). Unfortunately, due to the complexity of the distribution, which includes an electronic trace [Eq. (85)], we do not have an analytical proof of Eq. (92). Nevertheless, in our previous work on SM-NRPMD in the two-state special case, we have shown that the expectation values of position and population are conserved for a sufficiently large number of beads (Fig. 4 of Ref. 52).

It is also possible to simulate non-equilibrium TCF with SM-NRPMD, similar to the case of the MMST version of NPRMD, as discussed in Ref. 25. In Appendix E, we provide details on how to compute the time-dependent reduced density matrix dynamics upon photo-excitation.

D. Equations of motion in the Cartesian mapping variables

There are multiple ways to write the EOMs using various conjugated mapping variables.\(^{44,51} \) To simplify the expression of the EOMs and reduce the number of mapping variables, one can express
the mapping variables $\Omega^{(a)}$ [in Eq. (30c)] as Cartesian mapping variables. This can be accomplished by representing the expansion coefficients of the spin coherent states in Eq. (7) by their real and imaginary parts\cite{25,26} for every copy (a-bead) of the coherent state as follows:

$$\langle n|\Omega^{(a)} \rangle e^{\gamma^{(a)}} = \frac{1}{\sqrt{2\pi}} (q_n^{(a)} + ip_n^{(a)}),$$  \hspace{1cm} (93)

where $q_n^{(a)}/\sqrt{2\pi}$ is the real part of the expansion coefficients, $p_n^{(a)}/\sqrt{2\pi}$ is the imaginary part of the expansion coefficients, and $e^{\gamma^{(a)}}$ is a constant global phase to all of the coefficients $\langle n|\Omega^{(a)} \rangle$ associated with the a-th copy of the coherent state $\Omega^{(a)}$. The above relation provides a canonical transformation from the previously defined spin-mapping variables $\{\Omega^{(a)}\}$ to a set of Cartesian mapping variables,$$
 \begin{align*}
 2\pi\kappa^{(a)} &= 2\pi\kappa_\Psi |\Sigma| \kappa_\Omega \langle \Omega^{(a)} \rangle \\
 &= \sum_{n,m} \left( \frac{1}{N} \bar{S}_n |\alpha\rangle \langle \alpha| \right) \left( q_m^{(a)} + ip_m^{(a)} \right) \\
 &= \sum_{n,m} \left( \frac{1}{N} \bar{S}_n |\alpha\rangle \langle \alpha| \right) \left( q_m^{(a)} + ip_m^{(a)} \right),
\end{align*}
$$

(94)

using the transform [Eq. (94)], the estimator of the projection operator [Eq. (46)] becomes

$$\langle [n]|m\rangle_s = \frac{1}{N} \delta_{nm} \sum_{n,m} \left( \frac{1}{N} \bar{S}_n |\alpha\rangle \langle \alpha| \right) \left( q_m^{(a)} + ip_m^{(a)} \right),$$

(95)

and the effective zero-point energy (ZPE) parameter is

$$\gamma = 2(\kappa_s - 1)/N.$$

(97)

The expression of $H_{\Psi}$ in Eq. (96) is equivalent to the MMST version of the NRMD Hamiltonian (when choosing $\gamma = 1$), which was originally proposed in Ref. 11 and later justified in Ref. 25. Note that even with the Hamiltonian being identical, the derivation of $H_{\Psi}$ is based on the SU(N) mapping outlined in Sec. IV C and is not based on the MMST mapping formalism.\cite{27,28} The fundamental differences between the two mapping formalisms are discussed in Appendix D of Ref. 51.

In terms of the Cartesian mapping variables, $\{q_n^{(a)}, p_n^{(a)}\}$, the corresponding EOMs in Eq. (90) are transformed as

$$\begin{align*}
  \frac{dR_n}{dt} &= \frac{p_n}{m}, \\
  \frac{dp_n}{dt} &= -\frac{\partial H_{\Psi}}{\partial R_n} - \sum_{m=1}^{N} \frac{\partial V_{nm}(R_n)}{\partial R_n} \left( q_m^{(a)} q_m^{(a)} + p_m^{(a)} p_m^{(a)} \right) \frac{1}{\gamma} + \sum_{m=1}^{N} V_{nm}(R_n) \left( \bar{S}_n q_m^{(a)} + \bar{S}_n p_m^{(a)} \right).
\end{align*}$$

(98)

V. COMPUTATIONAL DETAILS

Summary of the SM-NRPMD approach. The SM-NRPMD approach computes the Kubo-transformed TCF for $A = \hat{R}$ (or any linear nuclear operator) based upon Eq. (82) and for $A = |\alpha\rangle \langle \alpha|$ (or any projection operator) using Eq. (86). The initial distribution of the nuclear variables $\{R_n, P_n\}$ and the mapping variables $\{\theta^{(a)}, \phi^{(a)}\}$ (see Appendix B) are governed by the initial distribution

$$d(R_n) d(P_n) d(\Omega^{(a)}) e^{\gamma^{(a)} i\bar{s}_\alpha^{(a)} \Gamma} \text{Tr} \left[ \hat{f}_\alpha \hat{A} \right],$$

(99)

for Eq. (82) and

$$d(R_n) d(P_n) d(\Omega^{(a)}) e^{\gamma^{(a)} i\bar{s}_\alpha^{(a)} \Gamma} \text{Tr} \left[ \hat{f}_\alpha \hat{A} \right],$$

(100)

for Eq. (86), with each $d\Omega^{(a)}$ expressed in Eq. (B4) (with $\{\theta^{(a)}, \phi^{(a)}\}$). Note that $K_N^{(a)}$ in Eq. (B4) (which is a function of $\{\bar{s}_\alpha^{(a)}\}$) needs to be included in the sampling function for an efficient numerical convergence. The electronic quantities $\text{Tr} \left[ \hat{f}_\alpha \hat{A} \right]$ and $\text{Tr} \left[ \hat{f}_\alpha \hat{A} \right]$ are, in general, complex.

The dynamics are propagated using the EOMs in Eq. (98). These EOMs are identical to the original MMST-based NRMD approach.\cite{11,12,25} Thus, one can take advantage of using the existing algorithms\cite{13,14} for integrating these EOMs. Because the initial conditions are sampled with $\{\bar{s}_\alpha^{(a)}, \bar{S}_n^{(a)}\}$, these variables are transformed into the Cartesian mapping variables, $\{q_n^{(a)}, p_n^{(a)}\}$, for the dynamics propagation. This can be done based on Eq. (93) as follows:

$$\begin{align*}
  q_n^{(a)} &= \sqrt{2\pi} \text{Re} \left[ \langle n|\Omega^{(a)} \rangle \right] e^{\gamma^{(a)}}, \\
  p_n^{(a)} &= \sqrt{2\pi} \text{Im} \left[ \langle n|\Omega^{(a)} \rangle \right] e^{\gamma^{(a)}}.
\end{align*}$$

(101)

where the explicit expression of $\langle n|\Omega^{(a)} \rangle$ as a function of $\{\theta^{(a)}, \phi^{(a)}\}$ can be found in Eq. (B1) (for all $a$). The correlation function can then be explicitly calculated through trajectory average. The global phase $e^{\phi^{(a)}}$ does not influence the results. For the results presented in this
work, we use a particular Bloch sphere radius (referred to as the W method\textsuperscript{15,23}),

\[ r_1 = r_2 = \sqrt{N + 1}. \tag{100} \]

This choice has shown to give the overall most accurate results for linearized method\textsuperscript{14} as well as for the two level case for SM-NRPMD\textsuperscript{52} compared to other radii.

**Numerical algorithm to perform SM-NRPMD simulations.**

The SM-NRPMD method evaluates the Kubo-transformed TCFs expressed in Eqs. (82) or (86). The initial distribution is obtained using the Metropolis algorithm\textsuperscript{48,85} with the nuclear variables \( \{ R_a, P_a \} \) and the mapping variables \( \{ \theta^a, \phi^a \} \) as those define the initial phase space. The Metropolis algorithm requires a positive-definite sampling function. As done previously,\textsuperscript{11,14,25,39,52} the absolute value of the initial distribution is sampled and the remaining phase is included in the estimator. The distribution function used for sampling is chosen to be

\[ \rho_i(\{ R_a, P_a, \theta^a, \phi^a \}) = \left[ \prod_{a=1}^{N} \prod_{n=1}^{N} K_n^{(a)} \right] e^{-\beta \mathcal{H}(\{ R_a, P_a \})} \left[ \text{Tr}_e[\Gamma_1] \right], \tag{101} \]

where the elements \( K_n^{(a)} \) [which are functions of \( (\theta^a_n) \)] are expressed in Eq. (B4) and \( \Gamma_1 \) is expressed in Eq. (85). In \( \rho_i \), every quantity is expressed in terms of \( \{ R_a, P_a \} \) and \( \{ \theta^a_n, \phi^a_n \} \). The expression of \( \Gamma_1 \) [Eq. (85)] contains the SW kernel \( \psi_{N}^{(a)} \) [Eq. (17b)] as a function of \( \Omega_n^{(a)} \). These \( \Omega_n^{(a)} \) are also functions of \( \{ \theta^a_n, \phi^a_n \} \), with the detailed expressions in Eqs. (B5)–(B7) in Appendix B.

Using the absolute value of \( \text{Tr}_e[\Gamma_1] \) as part of the distribution \( \rho_i \), the remaining phase associated with \( \text{Tr}_e[\Gamma_1] \) is expressed as

\[ \xi_i(\{ R_a, P_a, \theta^a, \phi^a \}) = \frac{\text{Tr}_e[\Gamma_1]}{\text{Tr}_e[\Gamma_1]}, \tag{102} \]

which has to be included as part of the estimator when computing ensemble averages [see Eq. (103)].

To propagate the dynamics, the spin-mapping variables \( \{ \theta^a, \phi^a \} \) (generalized Euler angles) are converted into the Cartesian variables \( \{ p^{(a)}, q^{(a)} \} \) after the initial sampling governed by \( \rho_i \) [Eq. (101)]. The global phase is chosen to be \( \Phi^a = 0 \) for all initially sampled configurations. Specifically, we use the normal mode integrator\textsuperscript{18} to solve the ring-polymer part of the EOMs in Eqs. (98a) and (98b) and the symplectic integrator for the mapping variables\textsuperscript{9,85,16} in Eqs. (98c) and (98d). Note that a simple Verlet algorithm\textsuperscript{11} with a sufficiently small time-step to propagate the mapping variables gives an identical result.

The Kubo-transformed nuclear position auto-correlation function is obtained by choosing \( \hat{A} = \hat{B} = \hat{R} \). The SM-NRPMD approximation is evaluated as

\[ C_{nn}^{(\hat{R})}(t) = \frac{\left\{ \text{Re}(\xi_i) \hat{R}(0) \hat{R}(t) \right\}}{\text{Re}(\xi_i)}, \tag{103} \]

where \( \hat{R} = \frac{1}{2} \sum_{a=1}^{N} R_a \). The brackets \( \langle \cdots \rangle \) indicate an ensemble average according to the initial distribution governed by \( \rho_i \). Only the real part of the phase estimator in Eq. (102) is included as the estimator because the correlation function is purely real.

We also consider \( \hat{A} = |m\rangle \langle m| \) and \( \hat{B} = |n\rangle \langle n| \) for the Kubo-transformed TCF of population. The SM-NRPMD approximation of this TCF is

\[ C_{nm}^{(\hat{R})}(t) = \frac{\left\{ \text{Re}(\xi_i) \hat{R}(0) \hat{R}(t) \right\}}{\text{Re}(\xi_i)}, \tag{104} \]

where the initial distribution function is always \( \rho_i \) in Eq. (101) and

\[ \xi_i(\{ R_a, P_a, \theta^a, \phi^a \}) = \frac{\text{Tr}_e[\Gamma_1|m\rangle \langle m|]}{\text{Tr}_e[\Gamma_1]}, \tag{105} \]

where \( \text{Tr}_e[\Gamma_1|m\rangle \langle m|] \) is evaluated using the expression in Eq. (87) (with \( \hat{A} = |m\rangle \langle m| \)) and the time-evolved projection operator [Eq. (45)] is evaluated [based on Eq. (95)] as follows:

\[ \langle |m\rangle \langle n| \rangle_\alpha(t) = \frac{1}{N} \sum_{n=1}^{N} \left( I_q^{(a)}(t) + \left[ p_n^{(a)}(t) \right]^2 - y \right), \tag{106} \]

where \( y \) is defined in Eq. (97).

**Model Systems.**

The accuracy of SM-NRPMD dynamics for \( N = 2 \) special case has already been extensively tested in our previous work.\textsuperscript{12} In this work, we focus on \( N = 3 \) model systems with electronic coupling parameters \( \Delta \), ranging from electronically adiabatic regime (\( \beta \Delta \gg 1 \)) to non-adiabatic regime (\( \beta \Delta \ll 1 \)). The model contains three diabatic electronic states |1\rangle, |2\rangle, and |3\rangle, as well as one nuclear DOF \( \hat{R} \), with the Hamiltonian expressed as

\[ \hat{H} = \frac{\hat{p}^2}{2m} + \frac{1}{2} m \omega^2 \hat{R}^2 + \begin{pmatrix} k_1 \hat{R} + \epsilon_1 & \Delta_{12} & 0 \\ \Delta_{12} & k_2 \hat{R} + \epsilon_2 & \Delta_{23} \\ 0 & \Delta_{23} & k_3 \hat{R} + \epsilon_3 \end{pmatrix} \]

\[ \equiv \frac{\hat{p}^2}{2m} + \hat{V}. \tag{107} \]

In this model, state |2\rangle is coupled to state |1\rangle and state |3\rangle, but there is no direct electronic coupling between state |1\rangle and |3\rangle. This model is similar to a charge transfer model from donor state to acceptor state, with a bridge state mediating the charge transfer process. We set \( \hbar = \omega = \beta = 1 \). Three sets of parameters are considered in this work, which are summarized in Table I and referred to as Models I–III.

**Computational Details.**

All the simulations presented here require \( \sqrt{N} = 6 \) beads for converged results. The nuclear time-step

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model I</th>
<th>Model II</th>
<th>Model III</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>( k_1 )</td>
<td>1.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>-1.0</td>
<td>-1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( k_3 )</td>
<td>2.0</td>
<td>0.0</td>
<td>-2.0</td>
</tr>
<tr>
<td>( \epsilon_1 )</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( \epsilon_2 )</td>
<td>0.0</td>
<td>0.0</td>
<td>-2.5</td>
</tr>
<tr>
<td>( \epsilon_3 )</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( \Delta_{12} )</td>
<td>10.0</td>
<td>5.0</td>
<td>0.5</td>
</tr>
<tr>
<td>( \Delta_{23} )</td>
<td>10.0</td>
<td>1.0</td>
<td>0.5</td>
</tr>
</tbody>
</table>
used in all the simulations is $\Delta t = 10^{-2}$ a.u., and the electronic time-step for the mapping variables is $dt = \Delta t/10$. To obtain converged results, a total of $5 \times 10^5$ trajectories is used for the $C_{RR}^{(N)}(t)$ calculations for model I, and up to $5 \times 10^6$ trajectories are required for model II and $10^7$ for model III. The population correlation function $C_{\text{pop}}^{(N)}(t)$ requires 5–10 times more trajectories to converge compared to the $C_{RR}^{(N)}(t)$ calculations for each model systems.

We present numerical comparisons between the SM-NRPMD approach and the previously proposed MMST-based NRPMD method and benchmark against the exact calculation of the Kubo-transformed TCF, with the details of these two other approaches provided in Appendix F. The numerical convergence of the MMST-based NRPMD method is similar to that of SM-NRPMD. For both of the NRPMD approaches, it requires more trajectories to converge the three-level model systems studied here compare to the two-level systems investigated previously due to the more severe sign problem in the $T_{\text{tr}}(\hat{F})$ term for $N = 3$ compared to the case of $N = 2$.

We want to emphasize that this sign problem related to $T_{\text{tr}}(\hat{F})$ (which has both positive and negative contribution) is common for all state-dependent RPMD methods, including the mean-field RPMD, MV-RPMD, and the MMST versions of NRPMD. This sign problem due to $T_{\text{tr}}(\hat{F})$ is highly system dependent (less prominent for the adiabatic regime than the non-adiabatic regime) and will become more severe as the system has more states. It is, however, possible if one wants to use the SM-NRPMD method for a given system, to first only compute the initial distribution, without propagating the dynamics, and to estimate if a severe sign problem appears (meaning that many trajectories will be necessary to converge the results). This can be done by using a small batch of trajectories and comparing the ensemble average of the sign of $T_{\text{tr}}(\hat{F})$, given by $\langle \text{Re}(\hat{s}_i) \rangle$, to the total number of trajectories. The statistics required will be higher if the first number is much smaller than the second. Another interesting numerical observation is that the numerical convergence is faster for a nuclear observable (like the nuclear position) than for population dynamics. Thus, the SM-NRPMD approach is more efficient to compute correlation functions, such as the flux–side correlation function (which gives the rate constant), using a nuclear position-related dividing surface.

VI. RESULTS AND DISCUSSION

Figure 1 presents the results of the Kubo-transformed TCF for model I. This model is in the electronically adiabatic regime ($\beta\Delta_{12} = \beta\Delta_{23} \gg 1$). The top panel depicts the diagonal potential $V_{\text{diag}} = \langle \hat{q} \hat{V} n \rangle$ with $\hat{V}$ defined in Eq. (107). The bottom left panel presents the auto-correlation function of the nuclear position operator $C_{RR}^{(N)}(t)$, computed using the SM-NRPMD approach (black solid line) and the numerically exact result (red dots). The result of the MMST-based NRPMD approach is visually identical to the result of SM-NRPMD and, thus, is not shown here. The bottom right panel presents the population correlation functions $C_{23}^{(NN)}(t)$ (red), $C_{23}^{(NN)}(t)$ (blue), and $C_{23}^{(NN)}(t)$ (green), obtained with SM-NRPMD (solid lines) and numerically exact simulations (filled circles). The MMST-based NRPMD approach is also visually identical to the results of SM-NRPMD. Similar to the previous studies for two level systems, under the electronically adiabatic limit, SM-NRPMD agrees with the exact answer. Furthermore, the SM-NRPMD approach provides accurate initial quantum statistics as well as the correct electronic Rabi oscillations in $C_{nm}\{0\}$.

Figure 2 presents the results for model II, where $\beta\Delta_{12} > 1$ (adiabatic limit) and $\beta\Delta_{23} = 1$ (intermediate regime). The top panel depicts the diagonal potential $V_{\text{diag}} = \langle \hat{q} \hat{V} n \rangle$ with $\hat{V}$ defined in Eq. (107). The bottom panels present the $C_{RR}^{(N)}(t)$ obtained from SM-NRPMD (bottom left) and the MMST-based NRPMD (bottom right). The dynamics are reproduced at early times by SM-NRPMD (bottom left) and matches the exact result. For a longer time (for $t > 6$ a.u.), the SM-NRPMD dynamics starts to deviate from the exact answer but remain accurate. On the other hand, NRPMD (bottom right) is only able to accurately capture the dynamics for a very short time. The magnitude of the oscillations of the NRPMD approach damps and the auto-correlation function remains positive, whereas the exact result oscillates around zero.

Figure 3 presents the population correlation functions of model II. Although both SM-NRPMD and NRPMD are able to capture the basic features of the exact dynamics, there are deviations between them with the exact results. Nevertheless, SM-NRPMD is more accurate than NRPMD, where the latter deviates from the correct value in panel (b) for $C_{23}^{(NN)}(t)$ (red) and $C_{23}^{(NN)}(t)$ (blue) although the coupling $\Delta_{12}$ is under the adiabatic regime $\beta\Delta_{12} > 1$. This deviation is likely due to the presence of the other intermediate coupling $\Delta_{23}$, and the NRPMD approach is less accurate to describe dynamics when mediated by such an intermediate state. This deviation was also seen.
FIG. 2. Top: the diagonal potential $V_{nn}$ of Model II. Bottom left panel: auto-correlation function of position obtained with SM-NRPMD (black solid line) compared to exact result (red dots). Bottom right panel: auto-correlation function of position obtained with NRPMD (solid lines).

on the position auto-correlation function in the bottom right panel of Fig. 2. Panels (c) and (d) show $C_{22}^{(N)}(t)$, which present a correlation between the population of states $|2\rangle$ and $|3\rangle$, where the electronic coupling between them is in the intermediate regime ($\beta A_{23} = 1$). In this case, the early dynamics is exactly reproduced by SM-NRPMD, but NRPMD is underestimating the oscillation magnitude for $t < 0.5$ a.u. At longer times, both methods overly dampen the oscillation magnitudes compared to the exact results.

Figure 4 presents the results for model III, with the diagonal potential presented in the top panel. Model III is under the electronically non-adiabatic regime ($\beta A_{12} = \beta A_{23} < 1$). This model is numerically challenging for both trajectory-based methods, similar to the previously investigated two-level systems under the same regime.$^{11,13}$ Both SM-NRPMD (bottom left) and NRPMD (bottom right) are unable to reproduce the dynamics exactly except at short times. While the NRPMD results quickly deviate from the exact answer (bottom right), SM-NRPMD (bottom left) provides a much better agreement of the period of oscillation for the correlation function, and only deviates slightly from the exact answer in terms of the oscillation amplitude. All the numerical results demonstrate that SM-NRPMD provides more accurate dynamics compared to the original NRPMD approach.$^{11,13}$

It is interesting to note that the numerical differences of the Kubo-transformed TCF obtained from SM-NRPMD and NRPMD are much larger for the three-state models studied here than for the two-state models studied in our previous work on SM-NRPMD.$^{52}$ This is likely due to the fact that the difference between the symmetry of the subspace of the quantum system and the mapping subspace for three-state systems $[\otimes SU(2) \text{ for the MMST mapping subspace and } SU(3) \text{ for the spin mapping subspace}]$ is larger than for a two-state system $[\otimes SU(2) \text{ vs } SU(2)]$. The incorrect MMST subspace is further away from the original subspace for a larger number of states, explaining larger errors in the results when increasing the number of states.

FIG. 3. Kubo-transformed population TCF (a) and (b) $C_{21}^{(N)}(t)$ (red) and $C_{22}^{(N)}(t)$ (blue) as well as $C_{23}^{(N)}(t)$ (green) for model II. Results are obtained with SM-NRPMD [dashed lines in panels (a) and (c)] and NRPMD [dashed lines in panels (b) and (d)] compared with exact calculations (solid lines).

FIG. 4. Top: the diagonal potential $V_{nn}$ of model III. Bottom left panel: Kubo-transformed auto-correlation function of position obtained with SM-NRPMD (black solid line) compared to exact result (red dots). Bottom right panel: auto-correlation function of position obtained with NRPMD (solid lines).
Finally, we want to comment on the potential advantage of the SM-NRPMD approach compared to the spin-LSC approach. Both approaches use the spin mapping formalism. The main difference is that SM-NRPMD uses the ring polymer quantization to describe the nuclear dynamics, whereas the spin-LSC approach uses the Wigner distribution and classical EOMs to describe nuclear dynamics (due to the linearization of the regular TCF, as shown in Ref. 51). It is a well-known fact that the ring polymer description of the nuclei does not suffer from severe zero-point energy leakage problem, whereas the LSC-based approaches, on the other hand, does severely suffer from the ZPE leakage due to the fact that the classical EOMs do not preserve the initial Wigner distribution, in general. This has already been shown in the case of non-equilibrium dynamics on polariton-mediated electron transfer (PMET) simulations using the MMST-based NRPMD and MMST-based LSC (see Figs. S1 and S6 of the supplementary material in Ref. 26). We expect this to also happen for the SM-based approaches, which are subject to future investigations.

VII. CONCLUSION

In this work, we derive the SM-NRPMD method for a general N-level system. Our formalism is based on the Kubo-transformed time correlation function (TCF). We use the spin-mapping representation and Stratonovich–Weyl transform that map the electronic DOFs onto continuous variables in the phase space of SU(2). We then use the multidimensional Wigner transform to describe the nuclear DOFs in the Kubo-transformed TCF. We further derive the spin mapping non-adiabatic Matsubara dynamics using the Matsubara approximation that removes the high frequency nuclear normal modes in the TCF. Furthermore, discarding the imaginary part of the Liouvillian (i.e., the RPMD approximation) from the non-adiabatic Matsubara dynamics, we derive the expression of the SM-NRPMD method. The two-state special case of SM-NRPMD was first proposed in Ref. 52. For the one bead limit, the EOMs of the SM-NRPMD method reduce back to the EOMs used in the spin-LSC method for a regular TCF. Even though the EOMs for SM-NRPMD [Eq. (98)] are formally identical to those of the MMST-based NRPMD, the initial distribution of the mapping variables [see Eq. (101) for SM-NRPMD and Eq. (F1) for NRPMD] and the choice of zero-point energy parameters, or rather of Bloch sphere radius [Eq. (97) for SM-NRPMD and γ = 1 for NRPMD], are indeed different.

We use numerical simulations to demonstrate the accuracy of the SM-NRPMD approach, with a three-state system coupled to one nuclear DOF, with the electronic couplings ranging from adiabatic to the non-adiabatic limit. Using the SM-NRPMD approach, we computed the Kubo-transformed nuclear position auto-correlation function and population time-correlation functions. The results generated from SM-NRPMD are very accurate compared to the numerically exact simulations in all parameter regimes and provide a significant improvement compared to the NRPMD method. Future applications of SM-NRPMD could be computing rate constants for non-adiabatic systems based on the flux-side correlation function formalism, where nuclear quantum effects and electronic non-adiabatic effects are both present.

We want to point out that the spin mapping based non-adiabatic Matsubara dynamics method [Eqs. (70) and (73)] is a general theoretical framework, which can be used to derive other state-dependent path-integral approaches, such as the non-adiabatic centroid molecular dynamics (through a mean field approximation of the non-adiabatic Matsubara dynamics). We hope that our current work provides a framework for developing accurate quantum dynamics approaches.
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APPENDIX A: ANALYTIC EXPRESSIONS OF THE GENERATORS AND STRUCTURE CONSTANTS IN SU(N) LIE ALGEBRA

We present the expression of the spin operators \( \hat{S}_i \) (equivalent to the generators up to a constant, \( \hbar/2 \)) with \( i \in \{1, \ldots, N^2 - 1\} \). There are \( N(N - 1)/2 \) symmetric matrices,

\[
\hat{S}_\text{sym} = \frac{\hbar}{2} (|m\rangle\langle n| + |n\rangle\langle m|). \tag{A1}
\]

\( N(N - 1)/2 \) antisymmetric matrices,

\[
\hat{S}_\text{asm} = -i\frac{\hbar}{2} (|m\rangle\langle n| - |n\rangle\langle m|). \tag{A2}
\]
and \( N - 1 \) diagonal matrices,
\[
S_n = \frac{\hbar}{\sqrt{2n(n-1)}} \left( \sum_{l=1}^{n-1} |n,l + (1-n)|n,n \right),
\]
(A3)
where we introduced the indices \( \alpha_{nm} \) related to the symmetric matrices, \( \beta_{nm} \) related to the antisymmetric matrices, and \( y_n \) related to the diagonal matrices as follows:
\[
\alpha_{nm} = n^2 + 2(m-n) - 1, \quad \beta_{nm} = n^2 + 2(m-n), \quad y_n = n^2 - 1,
\]
(A4a) (A4b) (A4c)
where \( 1 \leq m < n \leq N \) and \( 2 \leq n \leq N \), and the generators are ordered according to the conventions.

All the non-zero totally antisymmetric structure constants are expressed as follows:
\[
\begin{align*}
 f_{\alpha\alpha\alpha\beta\beta\beta} &= f_{\alpha\alpha\alpha\beta\beta\beta} = f_{\alpha\alpha\alpha\beta\beta\beta} = \frac{1}{2}, \\
 f_{\beta\beta\beta\beta\beta\beta} &= \frac{1}{2}, \\
 f_{\alpha\alpha\alpha\gamma\gamma\gamma} &= -\sqrt{\frac{n-1}{2n}} f_{\alpha\alpha\alpha\gamma\gamma\gamma} = \sqrt{\frac{n}{2(n-1)}}, \\
 f_{\alpha\beta\beta\beta\beta\beta} &= \sqrt{\frac{1}{2n(n-1)}}, \quad m < k < n.
\end{align*}
\]
(A5)
All the non-zero totally symmetric structure constants are expressed as follows:
\[
\begin{align*}
 d_{\alpha\alpha\alpha\alpha\alpha\alpha} &= d_{\alpha\alpha\alpha\alpha\alpha\alpha} = d_{\alpha\alpha\alpha\alpha\alpha\alpha} = \frac{1}{2}, \\
 d_{\alpha\alpha\alpha\beta\beta\beta} &= \frac{1}{2}, \\
 d_{\alpha\alpha\alpha\gamma\gamma\gamma} &= \sqrt{\frac{n-1}{2n}}, \\
 d_{\alpha\beta\beta\beta\beta\beta} &= d_{\alpha\beta\beta\beta\beta\beta} = \frac{2-n}{\sqrt{2n(n-1)}}, \\
 d_{\alpha\gamma\gamma\gamma\gamma\gamma} &= \sqrt{\frac{2}{n(n-1)}}, \quad n < k, \\
 d_{\beta\beta\beta\beta\beta\beta} &= d_{\beta\beta\beta\beta\beta\beta} = \frac{2-n}{\sqrt{2n(n-1)}}, \\
 d_{\gamma\gamma\gamma\gamma\gamma\gamma} &= d_{\gamma\gamma\gamma\gamma\gamma\gamma} = (2-n) \sqrt{\frac{2}{n(n-1)}}.
\end{align*}
\]
(A6)
Those expressions are valid for any dimension \( N \) of the \( su(N) \) Lie algebra without needing to explicitly compute the commutation and anti-commutation relations. The derivations are provided in the supplementary material of Ref. 51.

**APPENDIX B: PHASE SPACE OF THE SPIN-MAPPING VARIABLES**

The expansion coefficients of the generalized spin-coherent states in the diabatic basis are\(^{44,50,59,60}\)
\[
(n|\Omega) = \begin{cases} 
\cos \frac{\theta_n}{2}, & n = 1, \\
\cos \frac{\theta_n}{2} \prod_{l=1}^{n-1} \sin \frac{\theta_l}{2} e^{\theta_l}, & 1 < n < N, \\
\prod_{l=1}^{N-1} \sin \frac{\theta_l}{2} e^{\theta_l}, & n = N,
\end{cases}
\]
(B1)
with \( \{ \theta_n \} \in [0,\pi] \) and \( \{ \varphi_n \} \in [0,2\pi) \). The \( N = 2 \) special case of the spin coherent state is expressed in Eq. (D3).

The expression of the differential phase-space volume element \( d\Omega \) (which is also referred to as the invariant integration measure on the group), i.e., the Haar measure,\(^5\) is
\[
d\Omega = \frac{N!}{(2\pi)^N} \prod_{n=1}^{N-1} K_n(\theta_n) d\theta_n d\varphi_n,
\]
(B2)
where
\[
K_n(\theta_n) = \cos \frac{\theta_n}{2} (\sin \frac{\theta_n}{2})^{2(N-n)-1}.
\]
(B3)
When generalizing the above expression for each bead \( \alpha \), they have the same expressions as in Eqs. (B2) and (B3). More specifically,
\[
d\Omega^{(\alpha)} = \frac{N!}{(2\pi)^N} \prod_{n=1}^{N-1} K_n^{(\alpha)} d\theta_n^{(\alpha)} d\varphi_n^{(\alpha)},
\]
(B4a)
and \( (n|\Omega^{(\alpha)}) \) as a function of \( \{ \theta_n^{(\alpha)} \}, \{ \varphi_n^{(\alpha)} \} \) has the same expression in Eq. (B1) for every bead index \( \alpha \).

The expectation values of the spin operators in terms of the angles \( \{ \theta, \varphi \} \), \( i \in [1,N-1] \) are for the symmetric ones,
\[
h\Omega_{\alpha\alpha} = \left( \Omega | S_{\alpha\alpha} | \Omega \right) = \frac{1}{m!} \prod_{j=1}^{m} \sin^2 \frac{\theta_j}{2} \cos \frac{\theta_m}{2} \prod_{l=m+1}^{n-1} \sin \frac{\theta_l}{2} \cos \left( \frac{m+1-n}{2} \theta_n \right) \cos \left( \sum_{l=m}^{n-1} \varphi_l \right),
\]
(B5)
with \( 1 \leq m < n \leq N \). When \( m = 1 \), \( \prod_{j=1}^{m-1} \sin^2 \frac{\theta_j}{2} \) is replaced by 1. Similarly, for the antisymmetric spin operator, we have
\[
h\Omega_{\beta\beta} = \left( \Omega | S_{\beta\beta} | \Omega \right) = \frac{1}{m!} \prod_{j=1}^{m} \sin^2 \frac{\theta_j}{2} \cos \frac{\theta_m}{2} \prod_{l=m+1}^{n-1} \sin \frac{\theta_l}{2} \cos \left( \frac{1-m}{2} \theta_n \right) \cos \left( \sum_{l=m}^{n-1} \varphi_l \right),
\]
(B6)
and when \( m = 1 \), the term \( \prod_{j=1}^{m-1} \sin^2 \frac{\theta_j}{2} \) is replaced by 1. For the diagonal spin operators, there is only one index \( 1 < n \leq N \), and the expression is
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Eq. (19), we can re-express Eq. (C3) as follows:

\[ \int d\theta \prod_{j=1}^{n-1} \sin^{2} \frac{\theta_j}{2} = \frac{1}{2} \prod_{j=1}^{n-1} (1 - \delta_{0j}) \bar{\theta}_j \prod_{j=1}^{n-1} \sin^{2} \frac{\theta_j}{2}, \tag{B7} \]

where \( \prod_{j=1}^{n-1} \sin^{2} \frac{\theta_j}{2} \) is replaced by 1 when \( n = 2 \) (or \( j = 1 \)).

APPENDIX C: DERIVATION OF EQ. (36)

From Eq. (32), we use the properties of the SW transform, as well as perform the Wigner transform on the nuclear DOF, to derive Eq. (36). Here, we provide the details of this derivation. In Eq. (32), we identify

\[ A_a \equiv e^{-\beta N} \hat{A} \; \hat{g}_R; \quad \bar{B}_a \equiv e^{i \hat{H}_t} e^{-\beta \hat{H}^\dagger} \; \hat{g}_R^\dagger, \tag{C1} \]

except for \n
\[ A_{a,-a} \equiv e^{-\beta N} \hat{A} \; \hat{g}_{R,-a}; \quad \bar{B}_a \equiv e^{i \hat{H}_t} e^{-\beta \hat{H}^\dagger} \; \hat{g}_{R,-a}^\dagger. \tag{C2} \]

We further use the property of the SW transform in Eq. (19) to rearrange the integrand in \( \int d(\Omega^a) \) as follows:

\[ \int d(\Omega^a) \left[ \tilde{B}_1 \cdot \tilde{B}_2 \cdot \tilde{B}_3 \cdot \tilde{B}_4 \cdot \tilde{B}_5 \cdot \tilde{B}_6 \cdot \tilde{B}_7 \cdot \tilde{B}_8 \cdot \tilde{B}_9 \cdot \tilde{B}_{10} \right] = C_{\text{SW}}(t) \]

where the competing structure is \( A_a \bar{B}_a \) \( \bar{B}_a \). Using the property in Eq. (19), we can re-express Eq. (C3) as follows:

\[ \int d(\Omega^a) \left[ \bar{B}_1 \cdot \bar{B}_2 \cdot \tilde{B}_3 \cdot \tilde{B}_4 \cdot \tilde{B}_5 \cdot \tilde{B}_6 \cdot \tilde{B}_7 \cdot \tilde{B}_8 \cdot \tilde{B}_9 \cdot \tilde{B}_{10} \right] = C_{\text{SW}}(t) \]

where from the first to the second line, we used the property in Eq. (18), and for the last equality, we used the property of the trace.

Using \( \text{Tr} \left[ \tilde{A}_1 \right] = \left[ \tilde{A}_1 \right] \) [Eq. (10)], we can further express the last line of Eq. (C4) as follows:

\[ \int d(\Omega^a) \left[ \bar{B}_1 \cdot \bar{B}_2 \cdot \tilde{B}_3 \cdot \tilde{B}_4 \cdot \tilde{B}_5 \cdot \tilde{B}_6 \cdot \tilde{B}_7 \cdot \tilde{B}_8 \cdot \tilde{B}_9 \cdot \tilde{B}_{10} \right] = C_{\text{SW}}(t) \]

and the expectation value of the spin operator is

\[ \hbar \Omega_z(t) = \langle \Omega^a(t) \rangle \Omega_z, \quad i \in \{x, y, z\}, \tag{D4} \]

where \( \Omega_x = \frac{1}{2} \sin \theta \cos \varphi, \Omega_y = \frac{1}{2} \sin \theta \sin \varphi, \) and \( \Omega_z = \frac{1}{2} \cos \theta \) as the special case of Eqs. (B5)–(B7), and Eq. (B2) becomes

\[ \hbar \Omega^a(t) = \frac{1}{2} \int d(\Omega^a) \int d(\Omega^b) \int d(\Omega^c) \frac{1}{N} \]

Further using the cyclic-symmetric property to write the operator \( \hat{B} \) into a bead-averaged fashion (i.e., placing \( \hat{B} \) in different blocks), we obtain Eq. (36) of the main text.

APPENDIX D: SM-NRPMD FOR TWO-STATE SYSTEMS

We consider a two-level system \( \hat{H} = \frac{\hat{p}^2}{2m} + U_0(\hat{R}) \hat{I} + \hat{V}_e(\hat{R}) \), where \( \hat{I} \) is the 2 \times 2 identity matrix and

\[ \hat{V}_e(\hat{R}) = \begin{pmatrix} V_{11}(\hat{R}) & V_{12}(\hat{R}) \\ V_{21}(\hat{R}) & V_{22}(\hat{R}) \end{pmatrix}, \tag{D1} \]

For this special case, \( f_{ij} = \delta_{ij} \) and \( d_{ij} = 0 \), and all the equations in the main text remain general. Nevertheless, it will be beneficial to explicitly give several key equations under this special limit, whereas more detailed discussion on SU(2) can be found in the previous work on spin-LSC\(^2\) as well as in spin-mapping non-adiabatic RPMD (SM-NRPMD).

Using the SU(2) representation, one can express the original two-states Hamiltonian as follows:

\[ \hat{H} = \hat{H}_0 \hat{I} + \frac{T}{\hbar} \cdot \hat{S} = \hat{H}_0 \hat{I} + \frac{T}{\hbar} (\hat{S}_x \cdot \hat{S}_x + \hat{S}_y \cdot \hat{S}_y + \hat{S}_z \cdot \hat{S}_z), \tag{D2} \]

where \( \hat{S}_i = \frac{\hbar}{T} \sigma_i \) (for \( i \in \{x, y, z\} \) with \( \sigma_i \) be the Pauli matrices and \( \hat{H}_0 = \frac{T^2}{2m} + U_0(\hat{R}) + \frac{1}{2} \langle V_{11}(\hat{R}) + V_{22}(\hat{R}) \rangle \), \( \hat{H}_x = 2\text{Re}(V_{12}(\hat{R})) \), \( \hat{H}_y = 2\text{Im}(V_{11}(\hat{R})) \), \( \hat{H}_z = \langle V_{11}(\hat{R}) - V_{22}(\hat{R}) \rangle \), which is the \( N = 2 \) limit of Eq. (6).

For \( N = 2 \), the spin coherent state in Eq. (7) is expressed as

\[ |\Omega\rangle = \cos \frac{\theta}{2} |1\rangle + \sin \frac{\theta}{2} |2\rangle, \tag{D3} \]

and the expectation value of the spin operator is

\[ \hbar \Omega_z(t) = \langle \Omega^a(t) \rangle \Omega_z, \quad i \in \{x, y, z\}, \tag{D4} \]

where \( \Omega_x = \frac{1}{2} \sin \theta \cos \varphi, \Omega_y = \frac{1}{2} \sin \theta \sin \varphi, \) and \( \Omega_z = \frac{1}{2} \cos \theta \) as the special case of Eqs. (B5)–(B7), and Eq. (B2) becomes

\[ \hbar \Omega^a(t) = \frac{1}{2} \int d\theta d\varphi \sin \theta d\varphi. \]

The derivation procedure of the Kubo-transformed TCF and exact Liouvillian are same as outlined in the main text. All the approximations made to obtain the Matsubara and SM-NRPMD expressions of the TCFs are identical. For the \( N = 2 \) special case (when \( V \) is purely real), the SM-NRPMD Hamiltonian is
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\[ \mathcal{H}_N = \mathcal{H}_{1[N]} + r_s \sum_{a=1}^{N} \mathbf{H}^{(a)} \cdot \mathbf{\Omega}^{(a)} \]

\[ = \sum_{a=1}^{N} \left[ \mathcal{H}_0(R_a, P_a) + \frac{m}{2\beta \hbar^2} (R_a - R_{a-1})^2 + \left( \frac{1}{2} + r_s \cos \theta \right) \right. \]
\[ \cdot V_{11}(R_a) + \left( \frac{1}{2} - r_s \cos \theta \right) \]
\[ \cdot V_{22}(R_a) + 2r_s \sin \theta \cos \varphi \cdot V_{12}(R_a) \right], \quad (D5) \]

with \( \mathcal{H}_{1[N]}^{(a)} \) defined in the main text and \( \mathbf{H}^{(a)} = \{ \mathcal{H}_x(R_a), \mathcal{H}_y(R_a), \mathcal{H}_z(R_a) \} \).

The electronic EOMs under the linearization approximation can be expressed as

\[ \dot{\Omega}^{(a)} = \frac{1}{\hbar} \sum_{i,k=1}^{N} \varepsilon_{ijk} \mathcal{H}_j(R_a) \Omega^{(a)}_k = \frac{1}{\hbar} \mathbf{H}(R_a) \times \Omega^{(a)}, \quad (D6) \]

where \( \times \) denotes the cross product of two vectors. This equation is the special case of Eq. (90c) for \( N = 2 \). Here, \( \varepsilon_{ijk} \) is the Levi-Civita symbol, which is the totally antisymmetric structure constant of the \( \text{su}(2) \) Lie algebra. One can also express Eq. (D6) in terms of the MMST mapping variables, which is Eq. (98) with \( N = 2 \). In addition, Eq. (D6) also has a rather simple expression using the Euler angles \( (\vartheta^{(a)}, \varphi^{(a)}) \),

\[ \dot{\vartheta}^{(a)} = \frac{1}{\hbar} \left( -\mathcal{H}_x \sin \varphi^{(a)} + \mathcal{H}_y \cos \varphi^{(a)} \right), \]
\[ \dot{\varphi}^{(a)} = \frac{1}{\hbar} \left( \mathcal{H}_z \cos \varphi^{(a)} + \mathcal{H}_y \sin \varphi^{(a)} \right), \quad (D7) \]

whereas the equivalent equations for \( N > 2 \) are rather complicated, with details provided in Appendix E of Ref. 51.

In the two-state case, the initial electronic phase \( \tilde{\Gamma}_1 \) [Eq. (71)] can be analytically expressed [thanks to the special property of the \( \text{SU}(2) \) Lie group] as\(^{22}\)

\[ \tilde{\Gamma}_1 = \prod_{a} \mathcal{H}^{(a)}(R_a, t) \cdot \tilde{\vartheta}^{(a)} \]
\[ = \prod_{a} \left[ \left( \frac{1}{2} \cosh \eta - r_s \frac{\mathcal{H}_x^{(a)} + \mathcal{H}_y^{(a)}}{\tan \theta^{(a)}} \sinh \eta \right) \cdot \tilde{T} + \left( r_s \Omega^{(a)} \cos \eta \right) \right. \]
\[ - \left( \frac{1}{2} \frac{\mathcal{H}_x^{(a)}}{\tan \theta^{(a)}} + ir_s \frac{\mathcal{H}_y^{(a)} + \mathcal{H}_z^{(a)}}{\tan \theta^{(a)}} \times \Omega^{(a)} \right) \sinh \eta \cdot \left( \frac{2}{\hbar} \mathbf{S} \right) \],
\[ (D8) \]

where for convenience we defined

\[ \mathbf{H}^{(a)} \cdot \mathbf{\Omega}^{(a)} = \sum_{i=1}^{N} \mathcal{H}_i(R_a, P_a) \cdot \Omega^{(a)}_i, \]
\[ \left[ \mathbf{H}^{(a)} \times \mathbf{\Omega}^{(a)} \right]_i = \sum_{i,k=1}^{N} f_{ijk} \mathcal{H}_j(R_a, P_a) \cdot \Omega^{(a)}_k, \quad (D9) \]
\[ \left[ \mathbf{H}^{(a)} \right] = \sqrt{\sum_{k=1}^{N} \mathcal{H}^2_k(R_a) \cdot \eta} \equiv \frac{\beta_x \mathcal{H}_x^{(a)}}{2}. \]

The details of the derivation can be found in Appendix D of Ref. 52. The advantage of having this analytic expression is that it avoids the numerical cost of evaluating the exponential by diagonalizing it. Unfortunately, we did not obtain the analytic expression for the general \( N \)-level case due to the totally symmetric structure constants \( d_{ijk} \), which do not cancel beyond \( N = 2 \), making the exponential not exactly factorizable in terms of hyperbolic cosines and sines. That said, there might still exist alternative ways to evaluate it to get a closed analytic expression for \( \tilde{\Gamma}_1 \) [Eq. (71)] for a general \( N \)-state system.

**APPENDIX E: NON-EQUILIBRIUM DYNAMICS**

In our previous work, we have justified that NRPMMD is also capable of accurately describing the non-equilibrium TCF. Here, we carry the same procedure and show that the SM-NRPMMD is also capable to describe the non-equilibrium TCF. For a given photo-induced process, we are often interested in the reduced density matrix dynamics upon an initial excitation of the molecular system. The reduced density matrix element can be expressed as

\[ \rho_{nm}(t) = \text{Tr} \left[ \hat{\rho}(0) e^{i \hat{H} t} |n \rangle \langle m | e^{-i \hat{H} t} \right], \quad (E1) \]

where the initial density operator \( \hat{\rho}(0) = |a \rangle \langle a | + \frac{1}{2} e^{-i \hat{H} t} \) is a tensor product of the electronic and nuclear DOFs, with \( Z = \text{Tr} [e^{-i \hat{H} t}] \), and \( \hat{H}_b \) is the ground state Hamiltonian,

\[ \hat{H}_b = \hat{T}_R + U_e(\hat{R}), \quad (E2) \]

with the ground state potential \( U_e(\hat{R}) \) associated with the ground electronic state \( |g \rangle \).

The initial density \( \hat{\rho}(0) \) evolves under the influence of the total Hamiltonian \( \hat{H} \) of the system. The reduced density matrix elements can be equivalently expressed as a TCF,

\[ \rho_{nm}(t) = C_{nm}^{AB}(t) = \frac{1}{2} \text{Tr} \left[ e^{-i \hat{H}_A t} \hat{A} e^{i \hat{H}_B t} \right] e^{-i \hat{H}_B t} \langle n | \langle m | e^{i \hat{H}_A t} \right], \quad (E3) \]

where \( \hat{A} = |a \rangle \langle a | \) is the initially occupied electronic state and \( B = |m \rangle \langle m | \). Because \( \hat{A} \) and \( \hat{H}_B \) commute, we have

\[ C_{nm}^{AB}(t) = \frac{1}{2 \beta} \int_{0}^{\beta} d\tau \text{Tr} \left[ e^{-(\beta-1)\hat{H}_B} \hat{A} e^{4\hat{H}_B} \hat{B}(\tau) \right] \]
\[ = \frac{\beta^2}{2} \int_{0}^{\beta} d\tau \text{Tr} \left[ e^{\beta \hat{H}_B} \hat{A} \hat{B}(\tau) \right] = C_{nm}^{AB}(t). \quad (E4) \]

Hence, one can rewrite the reduced density matrix elements \( \rho_{nm}(t) \) into the Kubo-transformed time-correlation function \( C_{nm}^{AB}(t) \). This Kubo-transformed TCF is not an equilibrium correlation function. Nevertheless, the Kubo-transformed structure allows us to express it as the discrete version of the time-correlation function. Following the same derivation outlined in the main text, we can obtain the out-of-equilibrium SM-NRPMMD TCF,

\[ \rho_{nm}(t) = \frac{1}{Z(2\pi \hbar)^N} \int \{ dR \} \int \{ dP \} \int \{ d\Omega \} e^{-\beta \cdot \mathcal{N} \cdot \hat{H}^{(N)}_{\eta}} \times \text{Tr} \left[ \prod_{a=1}^{N} \hat{w}^{(a)}(a) |a \rangle \langle a | e^{\mathcal{N} \cdot \hat{H}^{(N)}_{\eta}} \right], \quad (E5) \]
where $H_{1}^{(N^{'})}$ is expressed as

$$H_{1}^{(N^{'})} = \frac{m}{2\beta_{p}^{2}} R_{z}^{2} (R_{a} - R_{a-1})^{2}$$

and the bead-averaged estimator $[\langle n \rangle (\langle m \rangle)]$, is expressed in Eq. (106).

The initial electronic phase $Tr_{R} \left[ \prod_{a=1}^{N} \hat{q}_{(a)}^{(\gamma)} |a\rangle |a\rangle \right]$ is expressed as

$$Tr_{R} \left[ \prod_{a=1}^{N} \hat{q}_{(a)}^{(\gamma)} |a\rangle |a\rangle \right] = \frac{1}{N} \sum_{a=1}^{N} Tr_{R} \left[ \prod_{\gamma \geq a}^{N} \hat{q}_{(a)}^{(\gamma)} |a\rangle |a\rangle \right]$$

Furthermore, the Liouvillian $L_{1}^{(N^{'})}$ corresponds to the EOM in Eq. (98).

**APPENDIX F: MMST-BASED NRPMD APPROACH AND THE Exact SIMULATION**

The original MMST-based NRPMD approach to compute position auto-correlation function was proposed as

$$C_{1}^{(N^{'})}(t) = \frac{1}{Z_N} \sum_{a=1}^{N} \int \mathcal{M}(R_{a}, p_{a}) \int d(q_{a}) \int d(p_{a}) \int d(q_{a}^{(\gamma)}) \int d(p_{a}^{(\gamma)}) e^{-\beta \mathcal{H}_{1}'^{(N^{'})}} \phi e^{-\beta \mathcal{N}_{1}'^{(N^{'})}} Tr_{R} \hat{H} e^{-\beta \mathcal{H}_{1}'^{(N^{'})}} R(t),$$

where $\mathcal{M}(R_{a}, p_{a}) = |\langle q_{a}^{(\gamma)} \rangle \rangle R_{a}^{m} |p_{a}^{(\gamma)} \rangle \rangle$, $\mathcal{N}_{1}^{(N^{'})} = H'_{1}^{(N^{'})} - H_{1}^{(N^{'})}$, $\phi = \prod_{\gamma=1}^{N} \langle q_{a}^{(\gamma)} \rangle \rangle R_{a}^{m} |p_{a}^{(\gamma)} \rangle \rangle$, and $R(t) = \frac{1}{\beta} \sum_{a=1}^{N} R_{a}$. $\hat{H}$ is the bead average position. In addition, $T$ is expressed as

$$\hat{T} = \prod_{a=1}^{N} \mathcal{M}(R_{a}) q_{(a)}^{(\gamma)} [q_{(a)}^{(\gamma)}]^{T} \mathcal{M}(R_{a}) p_{(a)}^{(\gamma)} [p_{(a)}^{(\gamma)}]^{T},$$

where $\mathcal{M}(R_{a}) = |\langle q_{a}^{(\gamma)} \rangle \rangle R_{a}^{m} |p_{a}^{(\gamma)} \rangle \rangle$ and $[q_{(a)}^{(\gamma)}]^{T}$ represents the transpose of the $q_{(a)}^{(\gamma)}$ row matrix. The Liouvillian $\mathcal{L}_{1}^{(N^{'})}$ (in terms of the MMST mapping variables) is identical to the corresponding one in SM-NRPMD, both corresponding to the EOMs in Eq. (98).

To compute a population TCF, the NRPMD approach uses

$$C_{1}^{(N^{'})}(t) = \frac{1}{Z_N} \sum_{a=1}^{N} \int \mathcal{M}(R_{a}, p_{a}) \int d(q_{a}) \int d(p_{a}) \int d(q_{a}^{(\gamma)}) \int d(p_{a}^{(\gamma)}) e^{-\beta \mathcal{H}_{1}'^{(N^{'})}} \phi e^{-\beta \mathcal{N}_{1}'^{(N^{'})}} Tr\hat{\mathcal{H}} e^{-\beta \mathcal{H}_{1}'^{(N^{'})}} R(t),$$

where $\hat{\mathcal{H}}$ is the bead average position operator expressed in Eq. (106), with $\gamma = 1$ corresponding to the ZPE parameter in the MMST mapping theory, and $Tr\hat{\mathcal{H}}$ is computed as

$$Tr\hat{\mathcal{H}} = \frac{1}{N} \sum_{a} Tr_{R} \left[ \prod_{\gamma=1}^{N} \mathcal{M}(R_{a}) q_{(a)}^{(\gamma)} [q_{(a)}^{(\gamma)}]^{T} \mathcal{M}(R_{a}) p_{(a)}^{(\gamma)} [p_{(a)}^{(\gamma)}]^{T} \right]$$

Thus, the dynamics between the SM version and the MMST version of NRPMD are identical, and the difference between them comes from the initial distributions of the mapping variables and the choice and justification of the $y$ value (so-called ZPE parameter).

Note that this is the original version of the MMST-based NRPMD approach, which has a different sampling than the NRPMD method derived from Kubo-transformed TCF in Ref. 25. In fact, when derived from the Matsubara approximation, the distribution is identical to the MV-RPMD method. Due to the severe sign problem encountered for the three-state system, we could not converge our results with the MV-RPMD sampling approach. Nevertheless, the original MMST-based NRPMD method gives results very similar to the NRPMD method derived in Ref. 25; hence, we just use the original version of the NRPMD algorithm. The numerical details are referred back to the original NRPMD papers in Refs. 11 and 12.

The exact results are obtained by explicitly computing the Kubo-transformed TCF as follows:

$$C_{K}^{(N^{'})}(t) = \frac{1}{Z_N} \sum_{a=1}^{N} \int \mathcal{M}(R_{a}, p_{a}) \int d(q_{a}) \int d(p_{a}) \int d(q_{a}^{(\gamma)}) \int d(p_{a}^{(\gamma)}) e^{-\beta \mathcal{H}_{1}'^{(N^{'})}} \phi e^{-\beta \mathcal{N}_{1}'^{(N^{'})}} Tr\hat{\mathcal{H}} e^{-\beta \mathcal{H}_{1}'^{(N^{'})}} R(t),$$

where the trace is for both electronic and nuclear DOFs. To evaluate the trace, we explicitly calculate the eigenstate of $\hat{H}$.

The full Hilbert space of the entire system is represented with a basis composed by a tensor product of the electronic subspace $\{|m\rangle\}$ and the Fock states $\{|b\rangle\}$ of the nuclear DOFs as follows:

$$|n\rangle \otimes |b\rangle \equiv |n, b\rangle,$$

where $|n\rangle$ is the electronic diabatic states and $|b\rangle$ is the eigenstate of $\hat{H}$ with $\frac{1}{2} \sum_{a} \hat{F}_{a}^{2}$. We solve the eigenvalue problem of the total Hamiltonian as follows:

$$\hat{H}(\Psi_{v}) = E_{v}|\Psi_{v}\rangle,$$

where $|\Psi_{v}\rangle = \sum_{n} c_{n}^{v}\langle n | |b\rangle$ is the eigenstate of the entire system (including both electronic and nuclear DOFs) and $c_{n}^{v} = \langle n | |b\rangle$ is the expansion coefficient. Both $E_{v}$ and $c_{n}^{v}$ can be directly obtained from diagonalizing the matrix of $\hat{H}$ with the matrix elements $\langle n_{v} | \hat{H} | b_{w} \rangle$. Evaluating $Tr[\hat{O}]$ in Eq. (F5) as $\sum_{v} \langle \Psi_{v} | \hat{O} | \Psi_{v} \rangle_{v}$, the Kubo-transformed TCF is expressed as

$$C_{K}^{(N^{'})}(t) = \frac{1}{Z_N} \sum_{a=1}^{N} \sum_{\nu a} \int \mathcal{M}(R_{a}, p_{a}) \int d(q_{a}) \int d(p_{a}) \int d(q_{a}^{(\gamma)}) \int d(p_{a}^{(\gamma)}) e^{-\beta \mathcal{H}_{1}'^{(N^{'})}} \phi e^{-\beta \mathcal{N}_{1}'^{(N^{'})}} Tr\hat{\mathcal{H}} e^{-\beta \mathcal{H}_{1}'^{(N^{'})}} R(t),$$

where the matrix $\hat{A}_{\nu a}$ is

$$\hat{A}_{\nu a} = \langle \Psi_{v} | \hat{A}_{\nu a} | \Psi_{v} \rangle = \sum_{n_{a} \alpha} \langle n_{a} \alpha | \hat{A}_{\nu a} | m_{a} \rangle c_{n}^{v} c_{m}^{v} \delta_{\alpha, \beta},$$

and similarly for $\hat{B}_{\nu b} = \langle \Psi_{v} | \hat{B}_{\nu b} | \Psi_{v} \rangle$. When $\hat{A} = \mathcal{R}$, $\hat{A}_{\nu a} = \sqrt{\rho_{\nu}} \delta_{m_{a}, n_{a}}$, and $\hat{B} = \mathcal{R}$, $\hat{B}_{\nu b} = \sqrt{\rho_{\nu}} \delta_{m_{b}, n_{b}}$. For the partition function in Eq. (F8), one can evaluate it exactly as

$$Z = Tr[\hat{e}^{-\beta \hat{H}}] = \sum_{v} \langle \Psi_{v} | \hat{e}^{-\beta \hat{H}} | \Psi_{v} \rangle_{v} = \sum_{v} e^{-\beta E_{v}}.$$

For the model system studied here, solving the eigenvalue problem in Eq. (F7) requires about 50 Fock states $\{|b\rangle\}$ to represent the nuclear operators, and the TCF in Eq. (F8) converges with $N = 6$. 
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