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ABSTRACT: We apply a recently developed quasi-diabatic (QD) propagation
scheme to simulate proton-coupled electron transfer (PCET) reactions. This
scheme enables a direct interface between an accurate diabatic dynamics
approach and the adiabatic vibronic states of the coupled electron−proton
subsystem. It explicitly avoids theoretical efforts to preconstruct diabatic states for
the transferring electron and proton or reformulate a diabatic dynamics method
to the adiabatic representation, both of which are nontrivial tasks. Using a partial
linearized path-integral approach and symmetrical quasi-classical approach as the
diabatic dynamics methods, we demonstrate that the QD propagation scheme
provides accurate vibronic dynamics of PCET reactions and reliably predicts the
correct reaction mechanism without any a priori assumptions. This work
demonstrates the possibility to directly simulate challenging PCET reactions by
using accurate diabatic dynamics approaches and adiabatic vibronic information.

■ INTRODUCTION

Proton-coupled electron transfer (PCET) reactions1−5 play an
important role in many catalytic and biological processes by
enabling efficient transfer of charges through a coupled fashion.
Although PCET reactions involve transferring simple and
fundamental particles, the reaction mechanism can exhibit
various complex regimes, such as the sequential transfer of
electron before proton (ET−PT) or concerted proton−
electron transfer (CPET), as well as different degrees of
nonadiabaticity due to the involvement of several electron−
proton vibronic states.1−4 Understanding the fundamental
principles of PCET reactions will provide invaluable
mechanistic insights and new design principles to build
efficient catalytic systems. However, theoretical investigation
of PCET reaction dynamics remains a challenging task as it
requires an explicit description of both electronic and nuclear
quantum effects.5

Analytical rate constant expressions based on Fermi’s
Golden Rule and linear response approximation3 have been
derived and successfully applied to study PCET reactions
under various regimes.6−11 Evaluating these rate constants
requires vibronic couplings and driving forces defined in the
diabatic representation of the transferring electron and proton.
Obtaining these diabatic states, however, remains a challenging
task despite encouraging recent developments.12−16 While
exactly constructing diabatic states for polyatomic systems is
formally impossible,17 there is no unique prescription for their
approximate construction.12 Further, applying a given rate
constant expression requires a priori knowledge of the reaction

mechanism (concerted, sequential, electronically, or vibration-
ally adiabatic or nonadiabatic) under which it was derived.11

It is thus desirable to avoid any a priori mechanistic
assumptions and directly simulate PCET reactions with
quantum dynamics approaches.18−25 Among them, one
popular approach applies mixed quantum−classical (MQC)
methods, such as fewest-switches surface hopping (FSSH),26,27

to simulate nonadiabatic transitions among the electron−
proton vibronic adiabatic states,18,19,25,28−30 which has made
significant contributions to elucidate PCET reaction mecha-
nisms. As a MQC method, however, FSSH treats quantum and
classical degrees of freedom (DOF) on different footings,31

which can generate artificial coherence32 that leads to incorrect
electron transfer rate and dynamics33,34 or the breakdown of
the detailed balance.35,36 A few recently developed dynamics
approaches37−47 have the promise to address the deficiencies
of traditional MQC methods and provide accurate quantum
dynamics to directly simulate PCET reactions. However, these
new dynamics approaches are often developed in the diabatic
representation, not directly compatible with the available
adiabatic electronic structure calculations. Reformulating them
back to the adiabatic representation requires additional, and
often nontrivial, theoretical efforts.
To bridge the gap between accurate diabatic dynamics

approaches and adiabatic electronic structure information, we
have developed the quasi-diabatic (QD) propagation
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scheme.48−50 This scheme uses the adiabatic states associated
with a reference geometry as the local diabatic states during a
short-time propagation step and dynamically updates the
definition of the diabatic states along the time-dependent
nuclear trajectory. It allows a seamless interface between
diabatic dynamics approaches with adiabatic electronic
structure calculations and avoids reformulating the diabatic
dynamics approach to the adiabatic representation.12,48 We
emphasize that there are indeed previous theoretical works on
formulating the Meyer−Miller mapping Hamiltonian-based
approaches in the adiabatic representation,51−56 including the
recently developed kinematic momentum transform method
that explicitly eliminates the presence of the second derivative
couplings in the mapping Hamiltonian.56 However, the
presence of the derivative coupling itself still makes these
approaches computationally inconvenient as it requires a very
small time step to propagate the dynamics when there is a
weakly avoided crossing (that generates sharp and highly
peaked derivative couplings).50 The extreme scenarios are
systems with trivial crossings or conical intersections, where
the derivative couplings become singular at these places. The
QD propagation scheme, on the other hand, ensures stable
propagation of the dynamics and allows using a much larger
time step compared to those adiabatic propagation schemes,50

even when trivial crossings or conical intersections exist in the
system,48 because these highly peaked (or even singular)
derivative couplings do not explicitly appear in the QD
propagation scheme.48−50

Further, to the best of our knowledge, many recently
developed diabatic quantum dynamics approaches43,45−47,57−59

do not have available adiabatic versions; reformulating them to
the adiabatic representation often requires tedious and
nontrivial theoretical efforts. The QD propagation scheme
completely eliminates the necessity of any potential
reformulating efforts for those approaches, sending out an
assurance message to the quantum dynamics community that a
diabatic dynamics approach can be directly interfaced with the
adiabatic electronic structure calculations to perform on-the-fly
simulations.48 Thus, here and throughout the rest of this paper,
whenever we discuss “avoid efforts to reformulate diabatic
approaches to the adiabatic representation”, we explicitly refer
to the context of diabatic methods in general and do not
include those methods51−56 that have already been formulated
in the adiabatic representation, although they are often
computationally inconvenient due to the presence of derivative
couplings.50

In this work, we apply the QD scheme48 to directly simulate
the quantum dynamics of a model system that resembles many
essential features of PCET reactions.18 Both the electron and
the proton are treated quantum mechanically through their
adiabatic vibronic state descriptions. Using these adiabatic
states as locally well-defined diabatic states, we directly
propagate PCET quantum dynamics with diabatic approaches,
explicitly avoiding any efforts to parametrize a diabatic model
for the transferring electron or proton,44 or reformulate the
equation of motion of a given diabatic dynamics approach to
the adiabatic representation. Using the partially linearized
path-integral method37 or symmetrical quasi-classical meth-
od40 as the diabatic dynamics approach, the resulting adiabatic
vibronic populations obtained from the QD scheme are in
good agreement with the numerically exact results. The QD
simulations also provide accurate predictions of the reaction
mechanism through either the concerted or the sequential

kinetic pathways without assuming any a priori mechanistic
assumptions. This work demonstrates the possibility to
seamlessly interface accurate diabatic quantum dynamics
approaches with adiabatic electronic structure calculations to
directly investigate challenging PCET reactions.

■ PCET MODEL HAMILTONIAN
We begin with a brief description of the PCET model used in
this study, where the details of this system can be found in ref
18. Similar to the Shin−Metiu charge transfer model60 and the
other PCET model systems,21−23 this model contains three
coupled DOFs: an electron with coordinate re, governed by a
Coulombic pseudopotential, a proton with coordinate rp,
governed by a double-well potential, and a collective solvent
coordinate R, which serves as the reaction coordinate and
couples to both quantum particles. The electron donor (D)
and acceptor (A) ions are separated by a fixed distance, and
the electron and proton are considered to move in one
dimension along the D−A axis. Despite its simple form, this
model represents many essential features of the PCET reaction
with physically meaningful parameters.18,61,62 It is constructed
to have well-defined potential energy minima that correspond
to the electron and proton donor and acceptor states. By
varying the parameters, it can exhibit either a concerted CPET
reaction or a subsequent ET−PT reaction. Below, we provide a
detailed expression of the Hamiltonian; all of the parameters
are provided in the Supporting Information.
The total Hamiltonian of the PCET model is expressed as

follows

H T V R H r r V r r R( ) ( , ) ( , , )s s ep e p eps e p
̂ = ̂ + ̂ + ̂ + ̂ (1)

In the above equation, T̂s = Ps
2/2ms represents the kinetic

energy of the collective solvent mode R (reaction coordinate),
V̂s(R) represents the potential of the solvent mode, Ĥep(re,rp)
describes the Hamiltonian of the coupled electron−proton
subsystem, and V̂eps(re,rp,R) represents the electron−solvent
and proton−solvent interactions.
The coupled electron−proton subsystem Hamiltonian Ĥep is

expressed as

H r r T T V r V r V r r( , ) ( ) ( ) ( , )ep e p e p e e p p ep e p
̂ = ̂ + ̂ + ̂ + ̂ + ̂ (2)

where T
m re 2
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e
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̂ = − ℏ ∂
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and T
m rp 2

2

p

2

p
2

̂ = − ℏ ∂
∂

represent the kinetic

energy operator of the electron and proton, with me and mp
being the masses of the electron and proton, respectively. In
addition, V̂e(re), V̂p(rp), and V̂ep(re,rp) represent the potential
of the electron, proton, and electron−proton interaction.
The electronic potential V̂e is modeled with the Coulombic

interactions between the electron and two positively charged
ions

V r
Q Q r

r

Q Q r

r
U r( )

erf( ) erf( )
( )e e

e D eD

eD

e A eA

eA
e

0
e

̂ = − − +

(3)

where Qe, QD, and QA are the partial charges of the electron,
the donor ion, and the acceptor ion. In addition, reD = |re − RD|
and reA = |re − RA| are distances between the electron-donor
ion and the electron-acceptor ion. The donor and acceptor
ions are kept fixed at the distance dDA = |RD − RA|. These
Coulombic potentials are capped with error functions to
remove singularities when reD → 0 and reA → 0. An additional
restraint potential Ue

0(re) is introduced18 to confine the
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electron within the region of the donor and acceptor ions
through

U r( ) e er d r
e

0
e

5.0( 5) 5.0( 5)e DA e= +− + − − +

The potential of the proton V̂p(rp) is modeled with the
following double-well potential

V r U r
b

r
b

r b r b( )
1
4 3 2p p p

0
p

4 3
p

3 2
p

2
1 p 0

i
k
jjjj

y
{
zzzẑ = − + − +

(4)

where the details of the parameters Up
0, b0, b1, b2, and b3 are

provided in the Supporting Information.
The coupling between the proton and the electron is

modeled with a Coulomb potential as

V r r
r

r
( , )

erf( )
ep e p

ep ep

ep

μ
̂ = −

(5)

where μep = QeQp and Qe and Qp are the partial charges of the
electron and proton, respectively, and rep = |re − rp| is the
distance between the electron and the proton.
Figure 1a depicts the schematic representation of the PCET

model. Figure 1b presents the potential energy surfaces of the
electron (green) and the proton (black) in the CPET regime.
Figure 1c depicts the potential energy surface of the coupled
electron−proton subsystem V̂e(re) + V̂p(rp) + V̂ep(re,rp) along
both re and rp coordinates.
The following bilinear coupling potential18 is used to model

the physical interactions between the solute dipole moment
(which depends on re and rp) and the polarization field of the
solvent (which depends on R)

V r r R R R r r

R R r r

( , , ) ( )( )

( )( )

eps e p es e
o

e e
o

ps p
o

p p
o

μ

μ

̂ = − − −

− − − (6)

Here, μes and μps are the coupling constants of the electron and
the proton to the solvent, respectively.
The potential of the solvent mode V̂s(R) has the following

expression

V R m R R( )
1
2

( )s s s
2

s
o 2ω̂ = −

(7)

where ms and ωs are the mass and frequency of the solvent
mode and Rs

o represents the position of the minimum energy in
V̂s(R).
To model the condensed phase PCET reaction, the

collective solvent mode R is usually coupled to an additional
harmonic bath22,44,49 through

H
P

m

m
R

c R

m2 2sb

2 2

2

2Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅ

i

k
jjjjjj

y

{
zzzzzz

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑ
∑

ω
ω

̂ = + −
ζ

ζ

ζ

ζ ζ
ζ

ζ

ζ ζ

where Rζ represents the ζth bath mode, with the mass mζ, the
corresponding coupling constant cζ, and frequency ωζ

g o v e r n e d b y t h e s p e c t r a l d e n s i t y J (ω ) =

( )
c

m2

2

δ ω ω∑ −π
ζ ω ζ

ζ

ζ ζ
. The bath modes provide dissipations to

the system through Ĥsb. Note that Ĥsb does not directly couple
to the electron or proton, and its presence will not impact the
definition of the electronic or vibronic adiabatic states. We
have performed the simulation with the presence of the
dissipative environment, with the details and results provided

in the Supporting Information. We find that the presence of
the dissipative dynamics does not influence the qualitative (or
even the semiquantitative) picture of the PCET reaction
mechanism, suggesting a less important role of the dissipative
motion on the reaction dynamics in this particular PCET
model system. Thus, following the previous works,18,19,62,63 we
choose not to include Ĥsb in our calculations presented in the
main text in order to simplify our investigations. Instead, the
solvent fluctuations induced by {Rζ} are modeled with nonzero
initial momentum18 associated with the R. We emphasize that
there is no additional theoretical challenge to incorporate Ĥsb
into the QD propagations outlined in this paper as it has been
done in our previous work.49

In this study, we treat both the electron and the proton
quantum mechanically by using the adiabatic vibronic states
{|Φα(R)⟩}. These states are defined as the eigenstates of the
following quantum part of the Hamiltonian operator

V r r R H V( , , )e p ep eps
̂ ≡ ̂ + ̂ (8)

which contains all terms in the total Hamiltonian except the
solvent kinetic energy T̂s and potential V̂s(R). The electron−

Figure 1. (a) Schematic illustration of the PCET model system. (b)
Potential of the electron V̂e(re) and the proton V̂p(rp) of the CPET
model system, with the origin centered at the donor ion position. (c)
Potential energy surface of the electron−proton subsystem, V̂e(re) +
V̂p(rp) + V̂ep(re,rp). The PCET “square scheme” is also illustrated on
top of the potential.
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proton adiabatic vibronic eigenstates are obtained through the
following equation

V r r R R E R R( , , ) ( ) ( ) ( )e p
̂ |Φ ⟩ = |Φ ⟩α α α (9)

To solve the above equation, we expand |Φα(R)⟩ in an
orthonormal basis set composed of two-particle functions as
follows

R c R( ) ( )
m n

mn
m n

,
e p∑ ϕ ϕ|Φ ⟩ = | ⟩| ⟩α

α

(10)

where |ϕe
m⟩ and |ϕp

n⟩ are chosen to be the quantum harmonic
oscillator bases18,62 centered at re

o and rp
o, respectively. The

quantum Hamiltonian operator V̂ is then expressed in these
two-particle basis functions |η⟩ ≡ {|ϕe

m⟩|ϕp
n⟩}. Both Eα(R) and

eigenvector expansion coefficients {cmn
α (R)} are obtained by

diagonalizing the ⟨ϕe
mϕp

n|V̂|ϕe
kϕp

l ⟩ matrix. The numerical details
of these calculations are provided in the Supporting
Information.

Figure 2a presents the potential surface of the ground
electronic adiabatic surface R r( , )p , which is the eigenvalue of
the V̂(re,rp,R) − T̂p operator. The details of the computational
procedure to obtain this surface is described in the Supporting
Information. Figure 2b provides the adiabatic vibronic
potential Eα(R) (defined in eq 9), and Figure 2c depicts the
proton potential R r( , )p′ at a particular solvent coordinate R′.
Note that R r( , )p′ contains the kinetic energy of the electron,

as well as the electron−proton and electron−proton−solvent
interactions, besides the V̂p(rp) potential presented in Figure
1b.
Using these model potentials, here we briefly review the

concerted PCET mechanism assumed by the PCET rate
constant expression1,6 where the solvent fluctuations induce a
synchronized transfer of both the electron and proton. In the
reactant region (region I in Figure 2a), the system rests in the
reactant vibronic adiabatic surface, indicated by a red point on
that surface in Figure 2b(I). The solvent configuration favors
the proton to the donor side, indicated by the corresponding
proton potential in Figure 2c(I). In the transition state region
II, the solvent fluctuations bring the system to configurations
where the vibronic diabatic states (black dashed lines in Figure
2b(II)) are nearly degenerate, and the transferring proton
undergoes tunneling between degenerate donor and acceptor
sites, as shown in Figure 2c(II). Finally, the solvent
configuration relaxes to the product region III, favoring the
proton to the acceptor side. Meanwhile, the electronic
character of the vibronic wave function is changed from
localized on the donor side (I), to delocalized over both the
donor and acceptor (II), and finally localized on the acceptor
side (III). In the Results and Discussion section, we will
demonstrate that our direct simulation through the QD
propagation scheme provides a consistent prediction of the
CPET reaction mechanism without assuming any a priori
assumptions.

■ THEORETICAL APPROACH
Quasi-Diabatic Propagation Scheme. In the above

PCET model system, the electron−proton vibronic states
|Φα(R)⟩ are adiabatic states, i.e., the eigenstates of V̂(re,rp,R).
To simplify our discussion, here and throughout this paper, we
denote V̂(re,rp,R) as V̂(R). Under the adiabatic vibronic
representation, the total Hamiltonian operator in eq 1 contains
the derivative coupling dαβ(R) = ⟨Φα(R)|∇|Φβ(R)⟩ as well as
the second derivative coupling Dαβ(R) = ⟨Φα(R)|∇2|Φβ(R)⟩,
with ∇ ≡ ∂/∂R. The presence of these derivative couplings is
due to the fact that these adiabatic vibronic states are not the
eigenstates of the nuclear kinetic energy operator T̂s. These
derivative couplings can be highly peaked when the adiabatic
vibronic states are close to each other, causing numerical
instability for propagating quantum dynamics.
It is often more convenient to develop quantum dynamics

methods in the strict diabatic representation {|i⟩,|j⟩}, which is
independent of nuclear coordinates, such that dij(R) and
Dij(R) vanish. For molecular systems, however, strict diabatic
states are neither uniquely defined nor routinely available,
despite extensive efforts of diabatization.12−14,17,64−66 Para-
metrizing the adiabatic electron−proton vibronic states into a
compact set of diabatic states requires a nontrivial diabatization
procedure15,16,22,44 and remains a significant challenge for
atomistic simulations.44 For the model system used in this
study, the primitive two-particle basis {|ϕe

m⟩|ϕp
n⟩} can be

viewed as a strict diabatic basis; propagating quantum
dynamics in this large set of states, however, is numerically
demanding.49,67 On the other hand, reformulating the diabatic
quantum dynamics approaches in the adiabatic representation
usually requires additional nontrivial theoretical efforts, and the
resulting approaches might be computationally inconvenient
due to the presence of the derivative couplings.50,54,55

To address this discrepancy between accurate diabatic
quantum dynamics methods37−47 and the routinely available

Figure 2. Electronic and vibronic adiabatic surfaces of the CPET
model. (a) Ground electronic adiabatic surface R r( , )p . The
reactant, transition state, and product regions are labeled as I, II,
and III, respectively. (b) Adiabatic vibronic potential Eα(R) and (c)
proton potential R r( , )p′ at a particular solvent coordinate R′
indicated by the red dots in (b).
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adiabatic surfaces, we have developed the QD propagation
scheme.48−50 The underlining philosophy of the QD scheme is
that, in order to use diabatic approaches for quantum dynamics
propagations, one only needs a set of locally well-defined
diabatic states (instead of globally well-defined diabatic
states12,13,15), and these local diabatic states can simply be
the adiabatic states with reference nuclear geometries (so-
called “crude adiabatic states”). This approach is different
compared to the well-explored diabatization schemes that
construct global diabatic states, such as the “QD Hamiltonian”
approach,65 or the localized diabatization approaches.12,66

Consider a short-time propagation of the nuclear DOF
during t ∈ [t0,t1], where the nuclear positions evolve from
R(t0) to R(t1) and the corresponding adiabatic states are
{|Φα(R(t0))⟩} and {|Φλ(R(t1))⟩}. The central idea of the QD
scheme is to use the nuclear geometry at time t0 as a reference
geometry, R0 ≡ R(t0), and use the adiabatic basis
{|Φα(R(t0))⟩} as the QD basis during this short-time
propagation, such that

R R t t t t( ) ( ( )) for ,0 0 0 1|Φ ⟩ ≡ |Φ ⟩ ∈ [ ]α α (11)

With the above QD basis, derivative couplings vanish during
each propagation segment, and at the same time, V̂(R) has off-
diagonal elements in contrast to the pure diagonal matrix
under the adiabatic representation. Note that there is always a
nonremovable part of the derivative coupling over the entire
nuclear configuration space for polyatomic systems.12,13,17 The
QD scheme circumvents this problem by requiring only a set
of locally well-defined diabatic states, such that derivative
couplings vanish within the configurational subspace. Because
the electronic wave function changes rapidly with the motion
of the nuclei, the QD basis is only convenient when the nuclear
geometry R(t) is close to the reference geometry R0. Thus,
during the next short-time propagation segment t ∈ [t1,t2], we
choose to use a new reference geometry R′0 ≡ R(t1) and the
corresponding QD basis |Φλ′(R′0)⟩ ≡ |Φλ(R(t1))⟩ to
propagate the quantum dynamics. With the nuclear geometry
closely following the reference geometry at every single
propagation step, the QD basis forms a convenient and
compact basis in each short-time propagation segment.
Figure 3 illustrates the QD propagation scheme with the

CPET model system. Here, we present the adiabatic vibronic
surfaces Eα(R) along the solvent coordinate R. Top panels
show the adiabatic vibronic wave function ⟨re,rp|Φα(R)⟩ at
three different solvent configurations. Gray arrows illustrate the
QD propagation scheme. During each propagation step, the
adiabatic vibronic states associated with the initial geometry
(illustrated in top panels) are used as the diabatic state during
that step. With this well-defined local diabatic state during each
time step, the quantum dynamics can be propagated with any
diabatic dynamics approach. Further, the definition of the
diabatic basis is updated at the beginning of the next
propagation segment. Note that the time step dt = t1 − t0 in
the actual simulation is, of course, much smaller than what is
illustrated in this figure to ensure that the QD states remain a
set of compact and “complete” basis in order to conveniently
represent the evolution of the quantum subsystem in time.
The diabatic nature of the QD basis during each short-time

propagation segment enables using any trajectory-based
diabatic dynamics approach to propagate the quantum
dynamics. These diabatic dynamics approaches typically
require diabatic energies, electronic couplings, and nuclear
gradients, which can be easily obtained under the QD

representation. For example, during the t ∈ [t0,t1] time step,
the electronic Hamiltonian operator V̂(R(t)) is evaluated as

V R t R V R t R( ( )) ( ) ( ( )) ( )0 0= ⟨Φ | ̂ |Φ ⟩αβ α β (12)

In practical on-the-fly calculations, the above quantity can be
obtained from a linear interpolation68 between Vαβ(R(t0)) and
Vαβ(R(t1)) as follows

V R t V R t

t t
t t

V R t V R t

( ( )) ( ( ))

( )
( )

( ( )) ( ( ))

0

0

1 0
1 0

=

+
−
−

[ − ]

αβ αβ

αβ αβ
(13)

Here, the matrix elements Vαβ(R(t0)) = ⟨Φα(R0)|
V̂(R(t0))|Φβ(R0)⟩ = Eα(R(t0))δαβ and the matrix elements
Vαβ(R(t1)) can be easily computed as follows

V R t S V R t S( ( )) ( ( ))1 1∑=αβ
λν

αλ λν βν
†

(14)

where Vλν(R(t1)) = ⟨Φλ(R(t1))|V̂(R(t1))|Φν(R(t1))⟩ =
Eλ(R(t1))δλν, Sαλ = ⟨Φα(R0)|Φλ(R(t1))⟩, and Sβν

† =
⟨Φν(R(t1))|Φβ(R0)⟩.
Similarly, the nuclear gradients on electronic Hamiltonian

matrix elements ∇Vαβ(R(t1)) ≡ ∂Vαβ(R(t1))/∂R are evaluated
as

V R t R V R t R

R V R t R

S R t V R t R t S

( ( )) ( ) ( ( )) ( )

( ) ( ( )) ( )

( ( )) ( ( )) ( ( ))

1 0 1 0

0 1 0

1 1 1∑

∇ = ∇⟨Φ | ̂ |Φ ⟩

= ⟨Φ |∇ ̂ |Φ ⟩

= ⟨Φ |∇ ̂ |Φ ⟩

αβ α β

α β

λν
αλ λ ν βν

†

(15)

Here, we have used the fact that {|Φα(R0)⟩} is a diabatic basis
during the [t0,t1] propagation, which allows moving the
gradient operator to bypass ⟨Φα(R0)|. Moreover, we have

Figure 3. Schematic illustration of the QD propagation scheme. (Top
panels) Adiabatic vibronic wave function ⟨re,rp|Φα(R)⟩ of the coupled
electron−proton subsystem at three reference nuclear geometries
indicated with the vertical dashed lines. (Bottom panel) Vibronic
adiabatic potential surfaces Eα(R). The QD propagation is indicated
by gray arrows.
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inserted the resolution of identity ∑λ |Φλ(R(t1))⟩⟨Φλ(R(t1))|
= 1 in the second line of the above equation, where we
explicitly assume that the QD basis at nuclear position R(t1) is
complete. We emphasize that eq 15 includes derivatives with
respect to all possible sources of the nuclear dependence,
including those from the adiabatic potentials as well as the
adiabatic states. This is discussed in the Supporting
Information.
The QD propagation scheme does not explicitly require the

derivative couplings dλν(R) = ⟨Φλ(R)|∇Φν(R)⟩. That said, it
does not omit those derivative couplings either; the gradient
∇ V α β ( R ( t 1 ) ) i n e q 1 5 c o n t a i n s
⟨Φλ(R(t1))|∇V̂(R(t1))|Φν(R(t1))⟩ (in the third line of eq
15), which is reminiscent of the derivative coupling. One
should note that dλν(R) = ⟨Φλ(R)|∇V̂(R)|Φν(R)⟩/[Eν(R) −
Eλ(R)] can become singular due to the degeneracy of
eigenvalues, i.e., Eν(R) − Eλ(R) = 0, even when
⟨Φλ(R)|∇V̂(R)|Φν(R)⟩ is finite. Thus, a method that directly
requires derivative couplings might suffer from numerical
instabilities near trivial crossings or conical intersections,
whereas a method that only requires the gradient (such as the
QD scheme) will likely not.
During the next short-time propagation segment t ∈ [t1,t2],

the QD scheme adapts a new reference geometry R′0 ≡ R(t1)
and new diabatic basis |Φμ(R′0)⟩ ≡ |Φμ(R(t1))⟩. Between
[t0,t1] propagation and [t1,t2] propagation segments, all of
these quantities will be transformed from {|Φα(R0)⟩} to
{|Φμ(R′0)⟩} basis using the relation

R t R t R t R t( ( )) ( ( )) ( ( )) ( ( ))1 0 1 0∑|Φ ⟩ = ⟨Φ |Φ ⟩|Φ ⟩λ
α

α λ α

(16)

When performing this transformation, the eigenvectors
maintain their mutual orthogonality subject to a very small
error when they are expressed in terms of the previous basis
due to the incompleteness of the basis.69,70 Nevertheless, the
orthogonality remains to be well satisfied among {|Φα(R(t0))⟩}
or {|Φλ(R(t1))⟩}. This small numerical error generated from
each step can, however, accumulate over many steps and cause
a significant error at longer times, leading to a nonunitary
dynamics.69−71 This problem can be resolved through a
standard orthonormalization procedure among the vectors of
the overlap matrix ⟨Φα(R(t0))|Φλ(R(t1))⟩, as has been done in
our previous work48 to simulate photoinduced charge transfer
dynamics with the molecular orbital basis. In the PCET model
calculations presented in this work, we find that the QD
propagation scheme generates identical results with or without
the orthonormalization procedure.
The theoretical advantages of the QD scheme can be

summarized as follows. First, the QD basis can be easily
obtained from the routinely available adiabatic electronic
structure calculations because they are just the adiabatic states
associated with reference nuclear configurations. Second, the
QD scheme ensures stable propagation of quantum dynamics
by using numerically well-behaved quantities,50 such as the
overlap matrix ⟨Φα(R(t0))|Φλ(R(t1))⟩ or the nuclear gradient
∇Vαβ(R(t1)), instead of the potentially highly spiked non-

adiabatic couplings R t R t( ( )) ( ( ))
t

⟨Φ | Φ ⟩λ ν
∂
∂

= dλν(R)Ṙ or

derivative couplings dλν(R). It also allows using a much larger
nuclear time step for dynamics propagation,50 which
significantly reduces the number of the required electronic
structure calculations associated with each nuclear time step.

Finally, because of the diabatic nature of the QD basis, it
enables any trajectory-based diabatic dynamics approaches to
perform on-the-fly simulations, explicitly avoiding any efforts
to formulate them back to the adiabatic representation.
We should emphasize that, historically, the QD scheme was

introduced to propagate the electronic amplitudes in surface
hopping simulations, which is commonly referred as the “local
diabatic” basis approach.18,69,70,72,73 It has also been used in
scattering probability calculations74 and, recently, Gaussian
wave packet dynamics approaches75−79 and is referred to as the
“moving crude adiabatic” scheme.79 In the QD propagation
scheme, we expand the scope of this idea by using it as a
general framework to interface any diabatic trajectory-based
dynamics methods with routinely available adiabatic electronic
structure information. Thus, it opens up many possibilities to
use recently developed diabatic dynamics meth-
ods37,39,40,42,43,45,58,59 for nonadiabatic on-the-fly simulations.

Diabatic Quantum Dynamics Approach. In this work,
we demonstrate that the QD scheme enables a direct interface
between diabatic dynamics approaches and adiabatic electron−
proton vibronic states information. In particular, we use (i) the
partial linearized density matrix (PLDM) path-integral
approach,37 as well as (ii) the symmetrical quasi-classical
(SQC) approach40 as the diabatic dynamics approaches. Both
methods were originally developed in the diabatic representa-
tion and are based on the Meyer−Miller−Stock−Thoss51,80,81
(MMST) mapping representation. Here, we briefly outline the
PLDM approach, whereas a brief summary of SQC is provided
in the Supporting Information.
We begin by expressing the total Hamiltonian as

H T V R i j V R( ) ( )
ij

ij 0∑̂ = ̂ + | ⟩⟨ | + ̂
(17)

Here, {|i⟩,|j⟩} is a set of strict diabatic states, Vij(R) = ⟨i|V̂(R)|j⟩
is the state-dependent potential, and V̂0(R) represents a state-
independent potential. Using the MMST representation,51,81

the nonadiabatic transitions among discrete electronic states {|
i⟩,|j⟩} are exactly mapped80 onto the phase space motion of the
fictitious variables {q̂,p̂} ≡ {q̂1,q̂2,...,q̂i,...,p̂1,p̂2,...,p̂i,...} through
the relation |i⟩⟨j| → aî

†aĵ, where a q p( i )/ 2i i î = ̂ − ̂† and

a q p( i )/ 2i i î = ̂ + ̂ .
PLDM is an approximate quantum dynamics method based

on the real-time path-integral approach37 and the MMST
mapping representation. Followed by a partial linearization
approximation37 on the nuclear DOF and keeping the explicit
propagation of the electronic mapping DOF associated with
the forward and backward propagators, the PLDM approach
significantly reduces computational costs of converging nuclear
paths and provides accurate electronic dynamics due to
minimal approximations on the electronic DOF. The PLDM
reduced density matrix37 expression is

t i j

G G T t T t

( ) Tr (0)e e

d (0) ( ) ( )

ij
Ht Ht

kl
kl ki jl

R
i / i /

0 0
W∫∑

ρ ρ

τ ρ

= [ ̂ | ⟩⟨ | ]

≈ ′[ ̂ ] ′

̂ ℏ − ̂ ℏ

(18)

where R P q p q pd d d d d d d1
2∫ ∫τ ≡ ′ ′
πℏ

represents the

phase space integration for al l DOFs, Tki( t) =
q t p t q p( ( ) i ( ))( (0) i (0))i i k k

1
2

+ − a n d T j l′ ( t ) =

q p q t p t( (0) i (0))( ( ) i ( ))l l j j
1
2

′ + ′ ′ − ′ are the electronic transition
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amplitudes associated with the forward mapping trajectory
{q,p} and the backward mapping trajectory {q′,p′},
respectively. [ρ̂(0)kl

W] is the partial Wigner transform with
respect to the nuclear DOF of the klth matrix element of the
initial total density operators ρ̂(0). The initial distributions of
the mapping variables are governed by G0(q,p) =

e q p(1/2) ( )k k k
2 2− ∑ + and G0′(q′,p′) = e q p(1/2) ( )l l l

2 2
′ ′− ∑ + .

Classical trajectories are used to evaluate the approximate
time-dependent reduced density matrix. The forward mapping
variables are evolved based on the Hamilton’s equations of
motion37,38

q H p p H q/ /i i i im ṁ = ∂ ∂ ̇ = −∂ ∂ (19)

where Hm is the PLDM mapping Hamiltonian37 with the
following expression

H
P
M

V R pp q q V R
2

1
2

( ) ( )
ij

ij i j i jm

2

0∑= + [ + ] +
(20)

The backward mapping variables are propagated with the
similar equations of motion governed by Hm(p′,q′). The nuclei
are evolved with the following PLDM force37

F V R pp q q p p q q V R
1
4

( ) ( )
ij

ij i j i j i j i j 0∑= − ∇ [ + + ′ ′ + ′ ′] − ∇

(21)

With the QD scheme, we directly apply the diabatic PLDM
equation of motion in eqs 18−21 to propagate dynamics and
use the adiabatic vibronic basis {|Φα(R(t))⟩} associated with
the initial reference geometry as the QD state during each
propagation segment. Between two consecutive short-time
propagation steps, the QD scheme transforms the diabatic
states from {|Φα(R(t0))⟩} to {|Φλ(R(t1))⟩}. For PLDM, as well
as other mapping variable-based approaches,39,40,45,82 this
requires transforming mapping variables between two diabatic
bases. Using the relation between them (eq 16), as well as the
relation between the physical state and the singly excited
oscillator state |Φλ(R(t1))⟩ = a q p0 ( i ) 01

2
| ⟩ = ̂ − ̂ | ⟩λ λ λ

† , we have

the following relation48

R t q p

R t R t q p

( ( ))
1
2

( i ) 0

( ( )) ( ( ))
1
2

( i ) 0

1

0 1∑

|Φ ⟩ = ̂ − ̂ | ⟩

= ⟨Φ |Φ ⟩ ̂ − ̂ | ⟩

λ λ λ

α
α λ α α

(22)

Thus, it leads to the following transformations for the mapping
variables48

q R t R t q

p R t R t p

( ( )) ( ( ))

( ( )) ( ( ))

0 1

0 1

∑

∑

⟨Φ |Φ ⟩ →

⟨Φ |Φ ⟩ →

α
α α λ λ

α
α α λ λ

(23)

The same transform will be performed for the backward
mapping variables {p′,q′} between the two consecutive
propagation segments. For molecular systems, there always
exist a suitable choice for the basis set in order to make
⟨Φα(R(t0))|Φλ(R(t1))⟩ real, which guarantees that the
mapping variables are transformed with the same relations as
the bases.

Simulation Details. In all calculations, the system is
initially prepared on the ground vibronic state of the electron−
proton subsystem. Following the previous work,18,61,62 the
solvent fluctuations are modeled with the nonzero initial
momentum associated with the collective solvent coordinate R.
The initial wave function is

R R(0) ( ) ( )0 χ|Ψ ⟩ = |Φ ⟩| ⟩ (24)

where |Φ0(R)⟩ is the ground adiabatic vibronic state of V̂(R) at
solvent position R. The initial nuclear wave function is chosen
as

R R( )
2

e R R R P P
1/4

( ) i ( )/0
2

0
i
k
jjj

y
{
zzzχ

π
⟨ | ⟩ = Γ −Γ − − − ℏ

(25)

where Γ is the width of the nuclear wave packet and R0 and P0
are the center of the position and momentum of |χ(R)⟩. These
parameters are provided in the Supporting Information.
The solvent initial conditions for PLDM simulations are

sampled from the Wigner density [ρ̂R]
W associated with the

initial nuclear wave function in eq 25 through the following
expression

1
e eR R P P

R
W 2 ( ) ( ) /(2 )0

2
0

2 2i
k
jjj

y
{
zzzρ

π
[ ̂ ] =

ℏ
− Γ − − − Γℏ

(26)

For the mapping variables associated with the electron−proton
quantum subsystem, we use the focused initial conditions83,84

instead of a fully sampled one based on G0(p,q) and G0′(p′,q′)
to facilitate the numerical convergence. This condition
requires83,84 that qk = qk′ = δkα and pk = −pk′ = δkα, where |α⟩
= |Φ0(R)⟩ (the ground vibronic states in eq 24). With this
choice, the trend of the population dynamics can be obtained
with as few as 100 trajectories for this model, similar to the
typical numerical cost of the widely used FSSH approach.18,19

This rapid numerical convergence ensures feasible on-the-fly
simulations when using expensive electronic structure methods
in the future. The details of the initial conditions used in the
QD-SQC approach are provided in the Supporting Informa-
tion.
To propagate the dynamics with the QD scheme, we

evaluate Vαβ(R(t)) based on eq 13, where Vαβ(R(t0)) is
computed by using the eigenequation of V̂ in eq 9 and
Vαβ(R(t1)) is evaluated based on eq 14. The nuclear gradient
∇Vαβ(R(t1)) is evaluated as

V R t R V R t R

c c r r

c c r r

( ( )) ( ) ( ( )) ( )

( )

( )

mnkl
mn kl nl

m k

mnkl
mn kl mk

n l

1 0 1 0

es e e e
o

e

ps p p p
o

p

∑

∑

δ μ ϕ ϕ

δ μ ϕ ϕ

∇ = ⟨Φ |∇ ̂ |Φ ⟩

= − ⟨ | − | ⟩

− ⟨ | − | ⟩

αβ α β

α β

α β

(27)

where cmn
α and ckl

β are expansion coefficients of |Φα(R0)⟩ and
|Φβ(R0)⟩ with the basis {|ϕe

m⟩, |ϕp
n⟩} at nuclear position R0.

Here, we are taking advantage of the analytical expression of
the model Hamiltonian. For ab initio electronic structure
calculations, one needs to use eq 15 directly. Our numerical
tests confirm that both expressions generate identical results.
The converged results are obtained with 1000 trajectories

for the QD-PLDM approach and 2400 trajectories for QD-
SQC propagations, with a nuclear time step of dt = 10 au (0.24
fs) and 100 electronic time steps during each nuclear time step.
We have carefully checked the convergence of our dynamics at
the single-trajectory level and found that using dt = 1−100 au
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(while keeping the electronic time step fixed) provides the
same results due to the numerical stability of the QD
scheme.50 This will significantly reduce the number of the
required electronic structure calculations at every nuclear time
step.

■ RESULTS AND DISCUSSION
Figure 4a presents three low-lying adiabatic vibronic potential
energy surfaces Eα(R) of the CPET model system. In this

model, the solvent−proton and solvent−electron couplings as
well as the effective charge of the electron and the proton are
chosen to be identical. The resulting vibronic adiabatic surfaces
are symmetric with respect to R = 0. The second excited state
(yellow) is well separated from the other two states, indicating
that the nonadiabatic dynamics is largely confined within the
ground and the first excited states.
Figure 4b presents the first three low-lying adiabatic vibronic

states of the sequential ET−PT model system, which are
asymmetric with respect to the ground-state barrier top. The
second excited state (yellow) is in close contact with the first
excited state (blue). Compared to the CPET model, the
solvent reference coordinate for ET is Re

o = −0.6 au (see eq 6),
preferentially facilitating the electron to transfer at R = Re

o.
Further, the effective charges of the electron and proton are
decreased compared to those with the CPET case, reducing
the coupling strength between them as well as the probability
of the simultaneous PCET reaction. This makes the model
favor the sequential ET−PT18,85 over the concerted CPET
mechanism.
Figure 4c,d presents the adiabatic vibronic population

dynamics obtained from QD-PLDM (dashed) and numerically
exact calculations19 (solid). In both CPET and ET−PT cases,
QD-PLDM provides good agreement with the exact results,
despite some deviations at longer times. Further, the same
trend of the dynamics from the QD-PLDM simulation can be
obtained with as few as 100 trajectories (dots). For the CPET
reaction presented in Figure 4c, the nonadiabatic dynamics is

primarily confined within the ground and the first excited
states, where the second excited state has nearly zero
population. For the ET−PT case in Figure 4d, the population
branches to all three vibronic adiabatic states. In both cases,
the fourth adiabatic vibronic state is not populated throughout
the dynamics.
Recently developed dynamics methods44,45 are often tested

against simple diabatic model systems. Stringent tests that go
beyond simple models are appealing to assess the accuracy of
these approaches and reveal their potential limitations.67,86

These benchmark studies will also provide the opportunity to
foster the development and improvement of quantum
dynamics approaches.67,86 In that regard, the PCET model
system provides a nontrivial and challenging test case because
it incorporates highly nonharmonic potentials for the electron
and proton, as well as highly nonlinear interactions among
them. Further, strict diabatic states cannot be easily obtained
for this model without performing a diabatization procedure.44

Below, we provide the adiabatic population dynamics in these
PCET model systems obtained from the recently developed
SQC approach40 with the QD propagation scheme. A brief
summary of SQC is provided in the Supporting Information,
and the details of the QD-SQC approach can be found in ref
50.
Figure 5a,b presents the QD-SQC vibronic population

dynamics for CPET and ET−PT reactions using the width

parameter γ ≈ 0.336, obtained from the square window
estimator and electronic estimator (dashed lines). Detailed
expressions of these two estimators are provided in the
Supporting Information. Both estimators provide reasonably
accurate results, although the electronic estimator seems to
agree better with the exact results for both models. Figure 5c,d
presents the QD-SQC results with a narrower width parameter
γ = 0.1. This improves the results based on the electronic
estimator, especially for the ET−PT model (panel d), where
the population is nearly identical to the numerically exact ones.

Figure 4. Adiabatic vibronic surface Eα(R) for the model system that
undergoes (a) CPET reaction and (b) ET−PT reaction. The
corresponding adiabatic vibronic populations (with the same color
coding) are presented in (c,d), with numerical exact results (solid),
QD-PLDM (dashed lines), and QD-PLDM with 100 trajectories
(dot).

Figure 5. Adiabatic vibronic population obtained from the QD-SQC
approach with γ = 0.366 presented in panels (a) and (b) and with γ =
0.1 presented in panels (c) and (d). Population dynamics are
obtained from the QD-SQC approach with the window estimator
(dots) and electronic estimator (dashes), as well as numerical exact
ones (solid).
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We emphasize that SQC with γ = 0.1 gives different results
compared to the Ehrenfest dynamics (provided in the
Supporting Information), which is consistent with recent
studies that have shown differences between them in simple
diabatic model systems.87,88

On the other hand, this choice of γ = 0.1 makes the SQC
results based on the window estimator further deviate from the
exact results. It seems that in both choices of γ SQC lacks
internal consistency, i.e., it generates different results from the
window estimator and the electronic estimator. Note that a
similar violation of the internal consistency has been found in
FSSH,32,89−91 which gives different population dynamics when
using the electronic estimator or the active state estimator.32

Increasing γ to 0.5 in the SQC approach or using the recently
proposed coherence-controlled SQC (cc-SQC),92,93 does
improve the internal consistency (see results in the Supporting
Information). Nevertheless, the above calculations demon-
strate that the QD propagation scheme indeed provides
opportunities to assess the performance of approximate
diabatic dynamics approaches, with test cases beyond simple
diabatic model systems.
To further interpret the PCET reaction mechanisms, we

analyze the time-dependent quantum dynamics obtained from
the QD propagation scheme. In Figure 6, we present the time-
dependent probability density of the coupled electron−proton
subsystem, defined as P(re,rp,t) = ∑ηξ ⟨re|ϕe

m⟩⟨rp|ϕp
n⟩ρηξ(t)⟨ϕp

l |
rp⟩⟨ϕe

k|re⟩. In the above expression, ρηξ(t) is the reduced
density matrix in the quantum harmonic oscillator basis
{|η⟩,|ξ⟩} ≡ {|ϕe

m⟩|ϕp
n⟩,|ϕe

k⟩|ϕp
l ⟩}, with ρηξ(t) = TrR[ρ̂(0)-

eiĤt/ℏ∑αβ cmn
α |α⟩⟨β|ckl

βe−iĤt/ℏ], where |α⟩ ≡ |Ψα(R)⟩ and cmn
α is

the expansion coefficient defined in eq 10. Although the above
density matrix ρηξ(t) is evaluated with the basis {|η⟩,|ξ⟩}, the
quantum dynamics is directly propagated with the adiabatic
vibronic basis {|Ψα(R)⟩,|Ψβ(R)⟩} through the QD scheme.
Below, we only use the PLDM approach (eq 18) to compute
P(re, rp,t) as this quantity requires both population and
coherence; PLDM has shown to accurately provide both,38,94

whereas SQC generally performs much better for population
dynamics than for coherences.94,95

Figure 6a−c provides the time-dependent probability
density for the CPET system at t = 0, 2000, and 7000 au,
respectively. Figure 6d−f presents the probability density for
the system undergoing sequential ET−PT reaction. At t = 0,
both systems are prepared in their ground adiabatic vibronic
state |Φ0(R)⟩, and the proton and electron are near their donor
sites. In the CPET reaction presented in Figure 6a−c, one can
clearly see that the electron−proton probability distributions
spread along the diagonal direction of the re and rp plane,
implying simultaneous transfer of both the proton and electron
toward their acceptors. The QD-PLDM simulation is thus
consistent with the concerted reaction mechanism assumed by
PCET rate theories,1,6 as discussed in Figure 2. In the ET−PT
case presented in Figure 6d−f, one can see that the probability
density only evolves along the re direction during t ∈ [1,2000],
implying the transfer of an electron from the donor to the
acceptor prior to the subsequent proton transfer.
Figure 7 further illustrates the reduced probability density of

the transferring electron P(re,t) = ∫ drp P(re,rp,t) and proton
P(rp,t) = ∫ dreP(re,re,t), with the joint probability density of the
electron−proton P(re,rp,t) computed in Figure 6. Figure 7a,b
presents the reduced probability densities of the CPET model
at several time steps, color coded corresponding to the inset of
panel (a). Similarly, Figure 7c,d presents the reduced
probability densities in the ET−PT regime with the same
color coding. These time-dependent quantities clearly
demonstrate two different reaction mechanisms; whereas one
involves a synchronized ET and PT proceeding at t ≈ 2000−
3000 au (Figure 7a,b), the other one undergoes electron
transfer during t ∈ [0,2000] followed by a subsequent proton
transfer reaction during t ∈ [2000,6000] (Figure 7c,d). These
results demonstrate that direct QD-PLDM simulation provides
consistent mechanistic predictions of the PCET reactions
without any a priori assumptions.
Finally, in Figure 8, we explore the possibility of tuning the

PCET reaction mechanism by changing the effective electron−

Figure 6. Time-dependent probability density P(re,rp, t) of the coupled electron−proton for the CPET (a−c) and ET−PT model (d−f) at t = 0,
2000, and 7000 au. In panels (b) and (e), the reaction paths are highlighted with black arrows.
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proton coupling strength85 μep = QeQp in eq 5. In order to keep
the same electron−ion interaction strength (V̂e in eq 3), here,
we fix the value of the electron partial charge and vary only the
partial charge on the proton Qp. To clearly demonstrate the
crossover between two mechanisms, we adapt the rest of the
parameters used in the ET−PT model. In Figure 8, the time-
dependent average position of the electron ⟨re⟩ = ∫ reP(re,t) dre
and the proton ⟨rp⟩ = ∫ rpP(rp,t) drp are presented. The
sequential mechanism dominates when the system adapts a
weak electron−proton interaction. This can be clearly seen
from the mean trajectory of the coupled electron−proton that
visits the electron acceptor site before approaching the proton
acceptor. A crossover between the sequential ET−PT
mechanism and the concerted CPET mechanism occurs
when the coupling strength increases as the mean trajectory
moves along the diagonal direction of the re and rp plane and
reaches their acceptors simultaneously, leading to synchronized
transfer of both the electron and the proton.

■ CONCLUSIONS
In this paper, we apply the quasi-diabatic (QD) propagation
scheme48 to investigate the nonadiabatic dynamics of proton-
coupled electron transfer (PCET) reaction. Using adiabatic

vibronic states as the locally well-defined diabatic states and
dynamically updating the definition of these states, the QD
scheme allows direct propagation of the quantum dynamics
through diabatic dynamics approaches and explicitly avoids
nontrivial theoretical efforts to reformulate the equation of
motion to the adiabatic representations.
The model PCET system used in this work18 is theoretically

challenging because of its highly nonharmonic potentials for
the electron and proton, as well as highly nonlinear electron−
proton coupling. In this model, a set of compact diabatic states
cannot be easily obtained without performing a diabatization
procedure. This makes methods that rely on strict diabatic
states44,86 not directly applicable. One solution could be
parametrizing the original system into a strict diabatic model
(by constructing globally well-defined diabatic vibronic
states);15,22,44 however, such a procedure cannot be easily
generalized for large atomistic systems.44 The QD scheme
directly addresses this challenge by using the readily available
adiabatic vibronic states as the locally well-defined diabatic
states. Further, the model calculations enabled by the QD
scheme will foster the developments of new quantum dynamics
approaches by serving as nontrivial tests that go beyond simple
diabatic state Hamiltonians.
The outlined QD propagation scheme provides a general

theoretical framework to study challenging PCET reactions
through a seamless interface between accurate diabatic
quantum dynamics approaches39,45,57,58,92 and adiabatic
electronic structure calculations. Using the PLDM and SQC
approaches as diabatic dynamics methods, the results obtained
from direct QD simulations provide accurate predictions of the
reaction mechanisms under concerted or sequential regimes
without assuming any mechanistic assumptions. In addition,
we illustrate that by increasing the coupling strength between
the electron and the proton one can gradually tune the PCET
reaction mechanism from the sequential to the concerted one.
Future applications include computing the PCET rate constant
based on the flux-side time-correlation function formalism96,97

that goes beyond any mechanistic assumption,21−23,85 as well
as direct ab initio on-the-fly simulations of the PCET reaction
by using the Fourier grid approach to quantize the proton.25

It is worth mentioning that the vibronic quantization
approach adapted in this paper could be numerically expensive
for three-dimensional quantum treatment of many protons5 as
it requires an explicit quantum-state description. Thus, we end
this paper by discussing an alternative approach to quantize the
proton based on the imaginary-time path-integral frame-
work.98−102 Among this idea, ring polymer molecular dynamics
(RPMD) has shown to successfully quantize both the
electron103,104 and proton105−107 in the extended phase space
description, providing accurate PCET rates across a broad
range of reaction regimes.22,85 Despite successfully capturing
nuclear quantum effects, the original RPMD method is limited
to one-electron nonadiabatic chemistry and lack of real-time
electronic coherence.101 With an explicit description of
electronic states, on the other hand, recently emerged state-
dependent RPMD approaches43,45−47,59,108 can provide both
accurate electronic nonadiabatic dynamics and nuclear
quantum effects without any limitations on the number of
electrons and protons that can be explicitly described. These
diabatic, state-dependent RPMD approaches are potentially
well-suited theoretical methods to investigate PCET reactions
and will be able to perform on-the-fly simulations once
combined with the quasi-diabatic propagation scheme.

Figure 7. Reduced probability density of the electron and proton for
(a,b) CPET and (c,d) ET−PT reactions. The inset of the panel (a)
provides the color coding scheme used in this figure.

Figure 8. Switching between the ET−PT mechanism and the CPET
mechanism by increasing μep. In all curves, Qe is fixed and Qp is
increased from (I) 0.15, to (II) 0.3, to (III) 0.6, and to (IV) 0.75. The
rest of the parameters are adapted from the ET−PT model system.
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