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ABSTRACT: We apply direct nonadiabatic dynamics simulations to investigate photoinduced charge
transfer reactions. Our approach is based on the mixed quantum-classical fewest switches surface
hopping (FSSH) method that treats the transferring electron through time-dependent density
functional theory and the nuclei classically. The photoinduced excited state is modeled as a transferring
single-electron that initially occupies the LUMO of the donor molecule/moiety. This single-particle
electronic wave function is then propagated quantum mechanically by solving the time-dependent
Schrödinger equation in the basis of the instantaneous molecular orbitals (MOs) of the entire system.
The nonadiabatic transitions among electronic states are modeled using the FSSH approach within the
classical-path approximation. We apply this approach to simulate the photoinduced charge transfer
dynamics in a few well-characterized molecular systems. Our results are in excellent agreement with both the experimental
measurements and high-level (yet expensive) theoretical results.

■ INTRODUCTION

Charge transfer (CT) is a ubiquitous phenomenon that occurs
in several chemical reactions, and it plays a fundamental role in
many chemical processes.1−4 Powering chemical reactions
through light-driven processes, rather than through relatively
brute-force thermally activated processes, would be trans-
formative for society. Photoinduced charge transfer (PICT)
across the interface betweenmolecules is crucial for determining
the reactivity and efficiency of a photochemical system.
PICT is one of the central reactions that drives solar energy

conversion in natural photosynthesis, where the charge-
separated state is achieved through multiphoton absorption
and involves multiple energy-conversion steps.5−7 Like the
natural process, there are many artificial systems in which the
photoinduced charge transfer plays a crucial role.8−15 Examples
include PICT in dye-sensitized solar cells,8−11,15−17 ultrafast
charge-transfer in organic photovoltaic systems,12−14,18,18−25

photocatalytic electron/hole transfer in “colloidal quantum dot-
organic molecule complex” interfaces,26−28 and photoinduced
proton-coupled electron transfer.29−31 Understanding the
detailed charge transfer dynamics will provide valuable
mechanistic insights and design principles for next-generation
photocatalytic devices and profoundly impact energy produc-
tion and catalysis.
The PICT process is often an intrinsic nonadiabatic process,

where the transitions among adiabatic electronic states occur
through the coupling between electronic and nuclear degrees of
freedom (DOF). Accurately and efficiently simulating the
nonadiabatic charge transfer dynamics in large-scale systems
remains challenging despite encouraging recent progress.32 This
work presents a simple and accurate approach to investigate the

PICT dynamics in model organic molecular systems using on-
the-fly simulations.
Our approach uses the fewest switches surface hopping

algorithm32,33 to capture the influence of nuclear vibrations on
the electronic nonadiabatic transitions, and the single-particle
time-dependent Kohn−Sham (TDKS) approach8,34,35 to
describe the quantum mechanical state of the transferring
electron. With this approach, we investigate the nonadiabatic
PICT dynamics in the phthalocyanine dimer/fullerene
system12,18,36 and the carotenoid−porphyrin−C60 (CPC) triad
system,13,19,22,23,37−39 which are model systems for under-
standing the CT dynamics in organic photovoltaics. Our results
are in excellent agreement with both experimental measure-
ments and high-level (yet expensive) theoretical calculations.

■ THEORETICAL APPROACH

Our approach to obtain the photoinduced charge-transfer
dynamics is based on approximately solving the time-dependent
Schrödinger equation (TDSE). Specifically, it is based on the
mixed quantum-classical fewest switches surface hopping
(FSSH) method that treats the transferring electron through
the time-dependent density functional theory, and nuclei
classically.
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The total Hamiltonian of a system can be expressed as

̂ = ̂ + ̂H T Hel (1)

where T̂ represents the nuclear kinetic energy operator and Ĥel is
the electronic Hamiltonian operator. The adiabatic electronic
ground stateΦ0(R), which is the eigenstate of Ĥel, as well as the
adiabatic energy E0(R), are obtained by solving the following
time-independent Schrödinger equation (TISE)

̂ |Φ ⟩ = |Φ ⟩H ER R R( ) ( ) ( )el 0 0 0 (2)

Among various approaches to solve the above electronic
TISE, the Kohn−Sham (KS) density functional theory (DFT) is
one of the widely used approaches due to its numerical
efficiency. In KS-DFT, the single-particle KS equation is given as

ϕ ϕ̂ | ⟩ = ϵ | ⟩h R R R( ) ( ) ( )i i iKS (3)

where ĥKS is the single-particle KS operator, and ϵi(R) is the
energy of the ith molecular-orbital |ϕi(R)⟩. These molecular
orbitals are used to construct the ground state (GS) density,40

which can be used to compute the ground state energy.
Since solving the TDSE of the total Hamiltonian Ĥ in eq 1 is a

challenging task, in this work, we adapt a set of well-defined and
widely tested approximations.8,10,41.
First, we ignore the influence of electronic excitations on the

motion of the nuclei, i.e., the nuclear motion is entirely governed
by the ground-state potential energy surface, E0(R(t)), through
the classical equations of motion, given by

−∇ = ̈E R MR( )R 0 (4)

The above approximation, known as the classical path
approximation (CPA)41 or the neglect of back-reaction
(NBR).,42 has been extensively tested41−45 and is proven to
provide reasonable results for photoinduced charge transfer
dynamics.
Second, we assumed that the photoinduced electron transfer

dynamics can be well-described with a single-particle wave
function instead of the many-electron wave function. This
approximation allows one to use the single-particle version of the
time-dependent Kohn−Sham (TDKS) approximation,32,34,35,46

where the time-dependent single-particle excited state |Ψ(R(t))⟩
can be represented as a linear combination of the ground state
KS orbitals10,11 as

∑ ϕ|Ψ ⟩ = | ⟩t c t tR R( ( )) ( ) ( ( ))
i

i i
(5)

where {ci(t)} are the time-dependent expansion coefficients.
The single-particle approximation of the TDKS equation has
shown to accurately describe the charge-transfer dynam-
ics8,10,37,47,48 and excitation energy transfer process.49 It has
been extensively tested against more accurate linear-response
(LR)-TDDFT calculations.35 Note that our eventual goal for
this approach is to investigate mesoscopic systems (such as bulk
heterojunctions) that contain up to 103−104 atoms. For these
systems, calculating the excited states through LR-TDDFT are
extremely expensive and beyond the practically available
computational resources, even with the DFTB approximation.50

The TDKS approach, on the other hand, has proven to be as
accurate as (LR)-TDDFT calculations35 for a variety of systems,
with the numerical cost comparable to a ground state KS
calculations. Hence, we choose TDKS in this study.
Within the single-particle TDKS approximation, |Ψ(R(t))⟩

satisfies the following equation46

ℏ ∂
∂

|Ψ ⟩ = ̂ |Ψ ⟩i
t

t h t tR R R( ( )) ( ( )) ( ( ))KS (6)

Plugging eq 5 into eq 6, and multiplying the resulting
expression with ⟨ϕj(t)| gives us the following differential
equation for the time-dependent expansion coefficients

∑ ϕ ϕ̇ = −
ℏ

ϵ − ⟨ | ∂
∂

⟩c t
i

c t t c t t
t

tR( ) ( ) ( ( )) ( ) ( ) ( )j j j
i

i j i
(7)

where we used shorthand notation |ϕi(t)⟩ ≡ |ϕi(R(t))⟩. The

nonadiabatic couplings ϕ ϕ⟨ | ⟩∂
∂j t i are responsible for electronic

transitions among the single-particle adiabatic states. They are
related to the derivative coupling vectors through

ϕ ϕ ϕ ϕ⟨ | ⟩ = ⟨ |∇| ⟩ ̇∂
∂t t t tR R R R R( ( )) ( ( )) ( ( )) ( ( ))j t i j i .

Third, we adapt the fewest-switches surface hopping (FSSH)
algorithm within the CPA approximation41,45 to describe the
electronic nonadiabatic transitions induced by the motion of the
nuclei. Solving eq 7 provides {cj(t)}, and substituting them in eq
5 gives the time-dependent single-particle electronic wave
function, from which one can construct the time-dependent
charge transfer density.10,11 However, due to the lack of
microscopic feedback from the electronic subsystem to the
nuclear subsystem, directly using the above cj(t) leads to an
incorrect population dynamics51 that corresponds to an infinite
temperature of the electronic subsystem, leading to the artificial
equal population among all single-particle electronic states,51

which is demonstrated in the Supporting Information. To
alleviate this problem, and to accurately describe the non-
adiabatic transitions among single-particle electronic states, we
adapt the fewest-switches surface hopping (FSSH) algorithm
within the CPA approximation.41,45

During CPA-FSSH dynamics,41,45 an instantaneous active
state is assigned to the system, and the probability of switching
from the current state |ϕi(R(t))⟩ to any other state |ϕj(R(t))⟩
during the time-step t ∈ [t, t + δ] is given by41,45

Ä
Ç
ÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑϕ ϕ
δ̃ = −

* ⟨ | ⟩

*

∂
∂g t

c t c t t t

c t c t
t( )

2Re ( ) ( ) ( ) ( )

( ) ( )ij

i j j t i

i i (8)

where ρij(t) = ci*(t)cj(t) are the adiabatic electronic density
matrix elements. In the original FSSH formalism,33 nuclear
velocities are rescaled to conserve the total energy after
switching the active states. Within the CPA9,41 where the
back-reaction on the nuclei is neglected, the transition
probabilities are rescaled as follows

= [ ̃ ]g t g t b t( ) max ( ) ( ), 0ij ij ij (9)

where = − ϵ −ϵb t( ) eij
k T( )/j i B for ϵj > ϵi, and bij(t) = 1 for ϵj ≤ ϵi,

ϵi(R(t)) and ϵj(R(t)) are the orbital energies obtained by
solving eq 3 with the nuclear configuration R(t), kB is the
Boltzmann constant, and T is the temperature of the system,
which is assumed to be constant during the nonadiabatic
dynamics.
A switch from state |ϕi(R)⟩ to state |ϕj(R)⟩ takes place when

∑ ∑ξ< ≤
=

= −

=

=

g g
k

k j

ik
k

k j

ik
1

1

1 (10)

where ξ is a uniform random number between 0 and 1. An
ensemble of nuclear trajectories are generated by propagating
the nuclei with eq 4, whereas one or more CPA-FSSH
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trajectories are generated on top of R(t) by solving eq 7 to obtain
the time-dependent electronic expansion coefficients, and then
active state is determined based on eq 10. The above procedure
is essentially the same as those described in ref 34, apart from a
few technical differences. First, we use an accurate charge
population estimator (eq 14) as well as the reduced density
matrix population estimator (eq 11). To the best of our
knowledge, this is the first time that both are used in direct
charge transfer CPA-FSSH simulations. Second, we implement
the CPA-FSSH approach directly within the DFTB+ software
package. For this reason, we do not have to store any elements
(such as eigenvalues, eigenvectors, derivative couplings, etc.),
which significantly speed up the simulations of large size systems
(e.g., thousands of atoms).
We note that FSSH could potentially create an artificial

electronic coherence, and a decoherence correction is employed
in such circumstances.33,52 Also, many decoherence approaches
are already available for CPA-FSSH.32,41,43,53 In this work, we
choose not to use any decoherence correction because CPA-
FSSH already provided an accurate charge transfer dynamics
compared to experiments. We compute the adiabatic reduced
density matrix as

ρ ρ̅ = ⟨ ⟩t t( ) ( )ij ij (11)

where ⟨···⟩ represents the ensemble average over the CPA-FSSH
trajectories. The estimator ρij(t) is expressed as follows54

ρ ϕ ϕ δ= ⟨ | ⟩ =α αt R t R t( ) ( ( )) ( ( ))ii i i (12)

ρ = * ≠t c t c t i j( ) ( ) ( ) (for )ij i j (13)

where, |ϕα(R(t))⟩ is the active state at time t along a nuclear
trajectory R(t), and cj(t) are the corresponding expansion
coefficients. The diagonal matrix elements ρii(t) are chosen
based on the active state |ϕα(R(t))⟩. Thus, along a specific
nuclear trajectory R(t), the instantaneous population at time t is
considered to be 1 for the active state |ϕα(R(t))⟩, and 0 for all
the other states.
To characterize the photoinduced charge transfer dynamics in

a given system, we compute the time-dependent charge
populations on each moiety (such as a donor or acceptor) of
the system. The charge population on a specific fragment is
obtained by projecting the adiabatic reduced density matrix onto
the atomic orbital (AO) basis associated with that molecular
moiety as follows10,11

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑ
∑ ∑ ρ=
μ

ν

μ μν ν
∈

P t t C t S C tR R( ) Re ( ) ( ( )) ( ( ))
ij

ij i j
(14)

where Sμν=⟨φμ(r,R(t))|φν(r,R(t))⟩ is the AO overlap matrix,
and {Cμi(R(t))} are the AO expansion coefficients obtained by
solving eq 3 in the AO basis (through the self-consistent
procedure55) as follows

∑ϕ φ| ⟩ = | ⟩
μ

μ μt C tR R r R( ( )) ( ( )) ( , )i i
(15)

Note that in eq 14, we choose to use the active state estimator
(eq 12) for the adiabatic electronic population and the
electronic estimator (eq 13) for the adiabatic electronic
coherence. This choice has shown to provide the most accurate
diabatic population.54 The expectation value of the charge
population is obtained as

̅ = ⟨ ⟩P t P t( ) ( ) (16)

where ⟨···⟩ represents the ensemble average over the CPA-FSSH
trajectories, and PN(t) is the charge population estimator
expressed in eq 14.

■ COMPUTATIONAL DETAILS

All electronic structure calculations are performed using the
semiempirical Density Functional Tight-Binding (DFTB)
method,55−57 which is an approximation to the KS-DFT. Earlier
works have demonstrated that DFTB provides accurate
electronic structure for studying charge transfer dynamics in
various organophotovoltaic complexes.38,58,59 More specifically,
DFTB3 method,57 which is a third-order Taylor expansion of
the DFT total energy around a reference density, is used in this
work. DFTB3 is proven to be a well-suited method57 to describe
the charges in systems with C, H, N, O, and P elements, with
improved Coulomb interaction between atomic partial
charges.57 Electronic structure calculations in this work are
performed with the DFTB3 method and the 3ob-3-1 Slater−
Koster parameter set60 as implemented in the 17.1 version of the
DFTB+ package.61 We also included the dispersion interactions
using the Lennard-Jones dispersion model with the UFF
parameters62 as implemented in the DFTB+ code.
The initial nuclear geometries are obtained according to the

ground state canonical ensemble, through the following
procedure. First, the system is equilibrated in theNVT ensemble
for 100 ps with a nuclear time-step dt = 0.5 fs, using the Nose−́
Hoover chain thermostat as implemented in the DFTB+
package. From this NVT trajectory, we collected 50 different
initial conditions (coordinates and velocities at every 2 ps
interval) for the subsequent nonadiabatic dynamics propaga-
tion.
The initial electronic excitation |Ψ(r, 0)⟩ is modeled as the

LUMO of the donor moiety |ϕLUMO
D ⟩, which is a widely used

approximation for simulating photoinduced charge transfer
dynamics.10,11 This choice provides a reasonable single-electron
picture of the localized photoexcitation in the system. Here, the
LUMO of the donor moiety is obtained from a separate DFTB3
calculation performed for the isolated donor moiety.10,11,37,63

The initial coefficients for the electronic states are computed as
c (0)i = ϕ ϕ⟨ | ⟩R( (0)i LUMO

D =

φ φ∑ ⟨ |∑ | ⟩μ μ μ ν ν νC CR R R R( (0)) ( (0)) ( (0)) ( (0))i
D =

∑μν μ μν νC S CR R R( (0)) ( (0)) ( (0))i
D , which is evaluated with

zero expansion coefficients over the AOs on the acceptor
moiety. The active state at t = 0 in the CPA-FSSH calculation is
chosen stochastically among |ϕi(R(0)⟩ based upon the
probability of |ci(0)|

2.
For the CPA-FSSH nonadiabatic dynamics simulations, the

nuclear propagation is performed using the velocity-Verlet
integrator with a time-step of dt = 0.1 fs under the NVE
ensemble. Adapting the classical path approximation
(CPA),9−11,41 we used the ground state DFTB3 gradients (cf.
eq 4) during the nuclear propagation. To obtain the time-
dependent electronic expansion coefficients, we numerically
integrated eq 7 using the fourth-order Runge−Kutta algorithm
with a time-step of dt = 10−3 fs. To compute the time-dependent
nonadiabatic couplings, we adapted a well-established finite
difference approximation64 as follows
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ϕ ϕ
τ

ϕ ϕ τ ϕ τ ϕ⟨ | ∂
∂

⟩ = [⟨ | + ⟩ − ⟨ + | ⟩]
t

t t t t
1

2
( ) ( ) ( ) ( )j i j i j i

(17)

where the MO overlaps ⟨ϕj(t + τ)|ϕi(t)⟩ at different time-steps
needs to be carefully calculated by following the random phases
of the MOs generated from the electronic structure
calculations.65−67 By expanding the MOs as linear combina-
t i o n s o f t h e a t o m i c o r b i t a l s ( AO s ) , i . e . ,
ϕ φ| ⟩ = ∑ |μ μ μt C tR R R( ( )) ( ( )) ( ))i i , the overlap between two

MOs in eq 17 can be computed as

∑
ϕ τ ϕ

τ τ

⟨ + | ⟩

= + +
μν

μ ν μν

t t

C t C t S t t

R R

R R

( ( )) ( ( ))

( ( )) ( ( )) ( , ),

j i

j i
(18)

where, Sμν(t + τ, t) is the overlap between two atomic orbitals
(AOs) at two different time-steps

τ φ τ φ+ = ⟨ + | ⟩μν μ νS t t t tr R r R( , ) ( , ( )) ( , ( )) (19)

These AO overlap integrals are explicitly evaluated with our
in-house version of DFTB+ code.
A total of 50 initial nuclear configurations are used for the

ensemble average, and for each nuclear configuration, a total of
104 CPA-FSSH trajectories are used. Expectation values are
calculated through the ensemble average over specific CPA-
FSSH trajectories on top of each nuclear trajectory.
Figure 1 depicts the optimized geometries of the model

system considered in this work: (A) 2H2Pc/C60 (B) 2H2Pc/C70,

and (C) carotenoid−porphyrin−fullerene (CPC60) triad. The
Cartesian coordinates of the optimized nuclear geometries (at
the level of DFTB3) are provided in the Supporting
Information. For the 2H2Pc/C60 and 2H2Pc/C70 model systems,
we considered H2Pc dimer as the donor,12 and for the CPC
triad, porphyrin is considered as the donor moiety.37 To reduce
the computational cost, we only consider a finite size of CPA-
FSSH active space that includes the LUMO to LUMO+9
orbitals of the entire system, which are the low-lying orbitals that
participate directly in the photoinduced charge transfer process.

We carefully checked that the nonadiabatic dynamics is confined
within this subspace, i.e., further increasing the active space does
not influence the dynamics.68

■ RESULTS AND DISCUSSIONS
Figure 2 presents the time dependent nonadiabatic dynamics of
the 2H2Pc/C60 system with a specific nuclear trajectory through

the CPA-FSSH simulation. Figure 2A depicts the transferring
charge density of the active state along a given nuclear trajectory
at t = 32.2 fs, t = 119.6 fs, and t = 150 fs, respectively. The initial
charge density is sensitive to the nuclear geometries, which can
either localize on one of the H2Pc molecules, or delocalize over
the H2Pc dimer. An additional analysis is provided in the
Supporting Information. Figure 2B presents the time-dependent
orbital energies of |ϕi(R(t))⟩(LUMO to LUMO+6) of this
system. As shown in the figure, the MO orbital energies come
close to each other at various instances of time, forming avoided
crossings where the nonadiabatic coupling element between the
surfaces would be large and resulting in a higher probability for
the active state to hop from one surface to the other (see eq 8).
The character of the activate state changes due to both the
motion of the nuclei (from the first to the second panel in Figure
2A) as well as nonadiabatic transitions among states (from the
second to the third panel in Figure 2A). The former and the
latter ways are classified as the adiabatic vs nonadiabatic
contribution of the charge transfer.69 Figure 2C presents the
time-dependent MO electronic population of the 2H2Pc/C60
system along one specific nuclear trajectory, computed through

Figure 1. Structures of the model systems investigated in this paper:
(A) 2H2Pc/C60 (B) 2H2Pc/C70 and (C) carotenoid−porphyrin−
C60(CPC) triad. All geometries presented in this figure are optimized at
the DFTB3 level of theory.

Figure 2. (A) Charge density of the active state along a given nuclear
trajectory of the phthalocyanine dimer/fullerene (2H2Pc/C60) system,
at t = 32.2 fs, t = 119.6 fs, and t = 150 fs, respectively. (B) Time-
dependent energies of |ϕi(R(t))⟩ (LUMO to LUMO+6) along a give
nuclear trajectory. The time-dependent active states for a given CPA-
FSSH trajectory are indicated with black open circles. (C) The
adiabatic (MO) populations (eq 11) for the same nuclear trajectory,
averaged over 10,000 CAP-FSSH trajectories (with the corresponding
color coding of the MOs in panel B for LUMO to LUMO+6.)
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the ensemble average of 104 CPA-FSSH trajectories through eq
11, color coded according to the MOs presented in Figure 2B.
The nonadiabatic transitions occur at the avoid crossings in
Figure 2B.
Figure 3 presents the population dynamics obtained over an

ensemble average of 50 nuclear trajectories with 104 CPA-FSSH

trajectories on top of each nuclear trajectory. Figure 3A presents
the charge population P t( ) (eq 14) of the donor molecules
2H2Pc (red) and the acceptor molecule C60 (blue) in the
2H2Pc/C60 system. To assess the accuracy of our direct
simulations, the experimentally measured time-dependent
charge population on fullerene, which is based on transient
second harmonic generation (SHG) spectroscopy,12 is
presented (black curve). Our theoretical results almost
quantitatively reproduce the experimental measurements, as

well as FSSH simulation using configuration-interaction Singles-
Doubles (CISD) with the Pariser−Parr−Pople (PPP) level of
theory,12 suggesting a reasonable accuracy and reliability of the
current simulation approach. On the other hand, due to the large
number of approximations made in our current theoretical
approach (including the propagation of nuclei on the ground
electronic state, the single-particle treatment, and the ignorance
of decoherence corrections in the FSSH approach), it is also
possible that a significant error cancellations leads to accurate
results in the end.
Figure 3B presents the charge population of the donor

molecules 2H2Pc (red) and the acceptor molecule C70 (blue) in
the 2H2Pc/C70 system. This simulation successfully predicts a
slower charge transfer dynamics in 2H2Pc/C70 system compared
to 2H2Pc/C60, as observed in the SHG experiments. Figure 3C−
D presents the corresponding MO population (computed from
eq 11) associated with 2H2Pc/C60 and 2H2Pc/C70, respectively,
with the same color coding for the MO orbitals used for LUMO
to LUMO+6 in Figure 2B.
Figure 4 presents the CT dynamics in the CPC triad model

system, which is another well-studied prototypical artificial light-
harvesting system.13,19,37,39 Earlier experimental investiga-
tions70,71 have shown photoinduced charge separation in this
system. Recent theoretical work suggests that the simple Marcus
theory is unable to properly predict the photoinduced electron-
transfer time-scales in this system.13,39 Here, we use direct
nonadiabatic simulations to investigate the charge transfer
dynamics. Figure 4A, presents the time-dependent transferring
charge density of the corresponding active state along a given
nuclear trajectory at t = 0 fs, t = 94.2 fs, and t = 600 fs,
respectively. Figure 4B presents the time-dependent orbital
energies of |ϕi(R(t))⟩(LUMO to LUMO+6) of this system.
Figure 4C presents the corresponding electronic populations of
each MO (based on eq 11), and Figure 4D presents the charge
population (based on eq 14) for the PPH (blue), CAR (green),
and the C60 (red) moiety. The population dynamics is obtained
from the ensemble average of 104 CPA-FSSH trajectories per
nuclear trajectory, and 50 nuclear trajectories in total.
Our simulations suggest a significant amount (90%) of charge

transfer from the porphyrin moiety to the C60 occurring within
∼0.4 ps time-scale, and a complete charge transfer to the C60
moiety within ∼0.6 ps time-scale. Earlier theoretical works in
related systems (with a few functional groups on the porphyrin

Figure 3. (A) Charge population onC60 (blue), on 2H2Pc (red), as well
as the SHG experimental signal (black) adapted from ref 12 that
indicate the time-dependent charge density on C60. (B) Time-
dependent charge population of the 2H2Pc/C70 system. (C and D)
presents the MO populations of 2H2Pc/C60 and 2H2Pc/C70,
respectively, with the color coding corresponds to the energy levels in
Figure 2b.

Figure 4. Photoinduced charge transfer dynamics of the CPC triad. (A) Charge density of the active state MO at time t. (B) Time-dependent MO
energies and the active states (black open circles), (C) MO populations, and (D) time-dependent charge population on each moiety.
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and the fullerene moieties) show that the predicted CT time
scales are spanned over a range of 70 fs19 (when completely
ignore the motion of nuclei) to 3−5 ps.13,37,38 In a combined
experimental and computational study, it has shown that the
formation of [C−P]+−C60

− is within 70 fs.19 On the other hand,
for the synthesized CPC triad, the formation of the CT state is
within 10 ps.70 Recent work based on the linearized semiclassical
nonequilibrium Fermi’s Golden Rule (as well as the
instantaneous Marcus theory)39 suggest that 90% of the CT
occurs during the first 0.6 ps of the simulation for the bent
configuration of CTC, agreeing with what we find from our
direct simulation. Together, all the above results clearly
demonstrate that the current direct simulation approach is
both efficient and accurate to investigate the photoinduced
charge transfer dynamics.

■ CONCLUSIONS
This work presents the direct nonadiabatic simulation of
photoinduced charge transfer reaction in well-studied phthalo-
cyanine/fullerene and carotenoid-porphyrin-fullerene systems.
We demonstrate that our approach can predict the time scales of
CT dynamics that are in well-agreement with both experimental
results12 and theoretical studies.12,39 Due to the computationally
inexpensive nature of the time-dependent DFT with the
semiempirical DFTB calculations, the DFTB-CPA-FSSH
approach shows promise for investigating the CT dynamics in
large systems.
Despite the success of the current approach in simulating the

model systems presented in this work, we acknowledge its
potential limitations, including (i) the single-particle picture that
could fail for the strongly coupled electron and hole
dynamics,22,36,37,41,72 (ii) the validity of the classical path
approximation,47,53,63,73 and (iii) the accuracy of the FSSH
algorithms.43,52 Encouraging progress is being made to address
each of the above three challenges, enabling the possibility to
obtain a more accurate description of the charge transfer
dynamics in large complex systems.
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