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ABSTRACT: Recent two-dimensional photon-echo experiments suggest that excitation energy transfer in light harvesting systems occurs coherently rather than by incoherent hopping. The signature quantum beating of coherent energy transfer has been observed even at ambient temperatures. In this letter, we use an iterative linearized density matrix (ILDM) propagation approach to study this dynamics in a realistic multistate system—bath model. Our calculations reproduce the observed 400 fs decoherence time, and studies that vary the system Hamiltonian and structured spectral density describing the chromophore network—protein environment interactions give results that enable us to explore the role of initial coherence in energy transfer efficiency of the model network. Our findings suggest that the initial coherence has only a slight effect on energy transfer in this model system. We explore energy transfer optimization of different chromophores in the network by controlling environmental properties. This study points to the importance of stochastic resonance behavior in determining optimal network throughput.

SECTION: Dynamics, Clusters, Excited States

Recent multidimensional nonlinear spectroscopic experiments1–4 have demonstrated that the early stages of photoexcitation and excitation energy transfer in various photosynthetic light harvesting complexes involve relatively long-lived coherent quantum dynamics in which the energy moves through these quantum networks via processes that are characterized by a balance of coherent beating of the amplitudes of the different excited chromophore states and dissipative relaxation from higher to lower energy states. The mechanism suggested by these observations is in stark contrast to the purely incoherent hopping mechanism that has been assumed in standard models of this process for decades. Remarkably, in these systems, the spectroscopic signature of coherent excitation energy transfer dynamics, observed as oscillatory beating features in nonlinear optical signals that are related to the electronic coherence, are even found at ambient temperatures1,2 where such quantum coherent behavior is usually expected to be damped out.

These light harvesting systems, such as phycocyanin PC645 from Chroomonas CCMP2701, which we discuss in this letter, involve assemblies of several chromophores, arrayed in structured complexes embedded in a protein scaffolding as displayed in the left panel of Figure 1. The site electronic excitation energies and principle electronic couplings between sites that characterize the system Hamiltonian, $H_0$, employed in these model studies are displayed in the right panel of Figure 1. (Details of the $H_0$ used in these studies, whose site energies are obtained from experimental spectra,5 and couplings from electronic structure calculations5 can be found in Table S.1 of the Supporting Information). Over the past few years, model Hamiltonians of this type, which also include environmental interactions, have been parametrized for a variety of light harvesting chromophore networks and, as we will demonstrate in the calculations reported in this paper, they can provide realistic models that capture the important features of the coherent quantum dynamics that are observed in the ultrafast nonlinear optical experiments. There are several generic elements of these model system Hamiltonians that are apparent in the energy level connectivity diagram presented in the right panel of Figure 1. These ubiquitous elements include: clusters of chromophores with closely spaced excitation energies that have appreciable electronic couplings between the cluster members such as, for example, the chromophore dimers linked by the red paths in Figure 1; chromophore states whose excitation energies are isolated but which exhibit appreciable electronic coupling to neighboring states; and finally these isolated but coupled states are often arranged energetically in cascade or barrier patterns that funnel or rectify the directional flow of energy through these multichromophore networks, and toward reaction centers (in this case, on the outskirts of the chromophore network).

Natural light harvesting antenna complexes show enormous diversity in structure;6 for example, some are exquisitely
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symmetrical, while in other systems the chromophores sit in loosely structured arrangements in the protein support matrix. Even something as basic as interchromophore separation shows strong variation; for example, in organisms with chlorophyll-based networks, the typical interchromophore spacing is ≈1 nm, while in organisms with bilin-based networks, like the system considered here, the interchromophore spacing can be more than ≈2 nm, yet the network harvesting efficiencies are always close to 100%. Nevertheless, the key elements of the chromophore excitation energy/electronic coupling landscape, outlined above, are preserved across this diversity of harvesting network structure. Thus, despite this variability in structure, the mechanism of excitation transport seems to be ubiquitous and it has been suggested that the relatively long-lived coherent dynamics observed in ultrafast nonlinear optical spectroscopy signals perhaps suggested that the relatively long-lived coherent dynamics observed in ultrafast nonlinear optical spectroscopy signals perhaps signalling coherent excitation energy/electronic coupling between sites.

Figure 1. Left panel: Structure of phycocyanin PC645 showing predominately α-helical protein scaffolding with embedded bilin chromophores. Lines connect chromophores that participate in various coherences observed in the dissipative quantum dynamics of the system (see text). Right panel: Energy level “connectivity diagram” for PC645. Horizontal line segments give site energies in cm⁻¹ of chromophore sites listed along the x-axis. Lines connecting the ends of these site energy levels are labeled with the major off-diagonal electronic couplings between sites. The color coding is consistent with structural connections in the left panel.

The electronic coupling between the closely spaced DBVc and DBVd molecules is about 320 cm⁻¹, and this relatively strong coupling results in delocalization of the excitation yielding the dimer excited electronic eigenstates of the bare system—bath coupling, and system Hamiltonian forms, and thus can be reliably applied beyond the limits of many of the competitor approaches.

In this letter we report results obtained using the ILDM propagation approach to study a model of phycocyanin PC645 from Chroomonas CCMP270 at ambient temperature (T = 294 K). PC645 contains eight bilin molecules covalently bound to the protein scaffold (see left panel of Figure 1). A dihydrobiliverdin (DBV) dimer is located at the center of the complex. Excitation of this dimer initiates the harvesting process. The electronic coupling between the closely spaced DBVc and DBVd molecules is about 320 cm⁻¹, and this relatively strong coupling results in delocalization of the excitation yielding the dimer excited electronic eigenstates of the bare system.

The limitations of many of these approximations and the shortcomings for the particular application to photosynthetic light harvesting networks have been discussed elsewhere. To overcome these limitations of the conventional methods within this context, various efforts have been made by a number of authors; for example, Jang and Silbey and co-workers developed a multichromophore version of FRET theory and they applied to LHII. Ishizaki and Fleming extended a hierarchical coupled reduced master equation (HCRME) approach to study coherent excitation energy transfer in the Fenna–Matthews–Olsen (FMO) complex. Recent calculations on the PC645 complex employ the generalized Bloch–Redfield (GBR) equation approach that can also describe non-Markovian quantum dissipative dynamics. The present authors used the iterative linearized density matrix (ILDM) propagation approach to conduct benchmark comparisons with results from the HCRME approach, the linearized semiclassical initial value representation (LSC-IVR) approach, as well as methods that incorporate various improvements to Redfield theory. We showed that the ILDM approach is a powerful method that can handle non-Markovian dynamics in systems with general spectral densities describing the system–bath coupling, and system Hamiltonian forms, and thus can be reliably applied beyond the limits of many of the competitor approaches.

It is important to note that our calculations cannot reproduce the detail of the long wavelength oscillatory features discernible in the experimental signals as we employ a very simplified model for the bath, and the spectral density describing the coupling between the system and bath. As detailed below, our model includes a non-Markovian structured spectral density with a broad high frequency peak, and a sharper low frequency feature, and we will...
explore the sensitivity of our results to changing the relative importance of these gross features. To correctly reproduce all the oscillatory features observed in the experimental results, we would need a more detailed model including, for example, explicit Brownian oscillator modes to represent the effects of underdamped environmental vibrations on the signals. The effects of these types of motions on the density matrix dynamics will be explored elsewhere (in preparation).

These calculations of the dynamics of energy transfer in this dissipative model system indicate that the significant electronic interactions of each member DBV molecule with it is neighbor mesobiliverdin (MBV) acceptor chromophores, and the proximity of the excitation energies of these states results in excitation energy transfer between these molecules. In fact, the couplings between all the molecules result in rapid energy transfer throughout the harvesting network. The goal of this paper is to explore the efficiency of this network excitation energy transfer and how it is influenced by various properties of the spectral density describing the interactions of the chromophores with their fluctuating environment. The coupling to the environment, for example, influences the quantum coherent dynamics of the excitation energy transfer, and we will explore the effects of fluctuations and dissipation on the role played by such quantum dynamical effects and their influence on excitation energy transfer and localization in such multichromophore networks.

Our calculations also show evidence of a coherent excitation energy transfer cascade through the intermediate MBV molecules to the lower energy PCB acceptor chromophores as excitation energy migrates out to the periphery of the harvesting network. The model gives long-lived oscillations in off-diagonal density matrix elements for these different states that qualitatively decay on time scales consistent with experimental observations, although a more detailed model of the coupling to specific bath modes would be needed for a more quantitative description of these dynamics. By varying the shape of the spectral density and the overall strength of the system—bath coupling, we explore how such effects influence the rate of energy transfer through the harvesting network and suppress or enhance its energy transfer efficiency. The aim of this letter is to use accurate quantum dynamical simulation methods to explore the suggestion that the observed long-lived quantum coherent dynamics involving beating between coupled states of chromophore clusters plays a role in the efficient functioning of these networks. Our approach will involve varying the properties of the quantum subsystem—bath interaction in an effort to learn whether the presence of coherent quantum beating provides a mechanism to optimize excitation energy throughput in these networks.

**Model Calculations.** The ILDM propagation scheme used in the calculations described in this letter involves iterating a short time approximation to the multistate quantum subsystem—continuous environment propagator and, as mentioned earlier, can be applied beyond standard perturbation theory and Markovian approximations. The scheme is outlined in the Supporting Information. For a detailed description of tests and implementation of the approach, we refer the reader to the published literature.

The model Hamiltonian used in the calculations reported in this letter to describe the PC64S light harvesting complex has a quantum subsystem component, $H_S$, that contains only system operators, and the system—bath coupling term, $H_{SB}$ that contains both system and bath quantities. In this model of the system—bath coupling terms, each chromophore experiences dissipative interactions with its own independent bath, thus the general Hamiltonian has the following form:

$$H = H_S + H_{SB}$$

$$= \sum_{\alpha=1}^{N_{states}} \epsilon_{\alpha} + \sum_{\alpha=1}^{N_{states}} \sum_{l=1}^{N_{trans}} \gamma_{\alpha l} |\alpha\rangle \langle l| + \sum_{\beta=1}^{N_{states}} \sum_{m=1}^{N_{trans}} \frac{1}{2} [\beta m]^{(\beta m)}_{\alpha \beta} |\alpha\rangle \langle \beta| + \sum_{\alpha < \beta} N_{trans} \Delta_{\alpha \beta} [|\alpha\rangle \langle \beta| + |\beta\rangle \langle \alpha|]$$

(1)

The electronic Hamiltonian, $H_S$, is determined by the diagonal electronic site energies, $\epsilon_{\alpha}$, of the chromophores, and the off-diagonal electronic couplings between the chromophores, $\gamma_{\alpha l}$. The site energies, connected by the lines joining sites with the largest couplings (given in cm$^{-1}$), for this model are displayed in the right panel of Figure 1. The full set of parameters defining $H_S$ are summarized in the Supporting Information.

The spectral densities, $J_{\alpha \beta}^{(\alpha \beta)}(\omega)$, for each chromophore’s independent bath of harmonic oscillators, that are bilinearly coupled to the chromophore, have the structured Debye cutoff ohmic form:

$$J_{\alpha \beta}^{(\alpha \beta)}(\omega) = \frac{2 \omega_0}{\pi} \frac{C_{\alpha \beta}}{\omega_0} \left( \frac{\omega}{\omega_0} \right)^2$$

where the parameter $\omega_0$ equals 130 cm$^{-1}$. The “effective reorganization energy” is defined as $\lambda = I(0)^{\text{effect}} / \omega_0$.

This spectral density, which determines the bath coupling constant strengths $\gamma_{\alpha l}$ according to $J_{\alpha \beta}^{(\alpha \beta)}(\omega) = J_{\alpha \beta}^{(\alpha \beta)}(\omega) = 2 \omega_0 [\omega_0 (\omega_0^2 + 1) + \omega_0^2 (\omega_0^2 + 1)]^{-1}$ where the parameter $\omega_0$ equals 130 cm$^{-1}$. The “solvent reorganization energy” is defined as $\lambda = \pi I(0)^{\text{effect}} / \omega_0$. This quantity controls the overall strength of the interaction between each chromophore and its bath. The bath relaxation times, $\tau_1 = 50$ fs and $\tau_2 = 1.5$ ps, adjust the range of frequencies or time scales on which the baths can respond.

This spectral density, which determines the bath coupling constant strengths $\gamma_{\alpha l}$ according to $J_{\alpha \beta}^{(\alpha \beta)}(\omega) = J_{\alpha \beta}^{(\alpha \beta)}(\omega) = 2 \omega_0 [\omega_0 (\omega_0^2 + 1) + \omega_0^2 (\omega_0^2 + 1)]^{-1}$ where the parameter $\omega_0$ equals 130 cm$^{-1}$. The “solvent reorganization energy” is defined as $\lambda = \pi I(0)^{\text{effect}} / \omega_0$. This quantity controls the overall strength of the interaction between each chromophore and its bath. The bath relaxation times, $\tau_1 = 50$ fs and $\tau_2 = 1.5$ ps, adjust the range of frequencies or time scales on which the baths can respond.

In earlier studies exploring the accuracy of the linearized short time approximation that underlies the ILDM approach, we found that the linearized scheme (no iteration; the so-called linearized approach to nonadiabatic dynamics in the mapping formulation, or LAND-map approach) provided reliable density matrix propagation results for times on the order of 1 ps for systems with electronic couplings and site excitation energies on the order of those outlined above, provided that the bath relaxation times were sufficiently long. For a fast relaxing bath (e.g., $\tau_c \sim 100$ fs), the linearized approach provides a reasonable representation of the coherents oscillations in populations, but it fails to reproduce accurate thermalization of the populations at long times. However, for slower baths (say, $\tau_c \sim 500$ fs), the approach is surprisingly accurate. These observations are born out in our findings for the PC64S system presented in the right panel of Figure 2, where results obtained with ILDM (10 hop attempts in 0.5 ps) and LAND-map propagations are compared for a reduced four-state model containing only the chromophores DBVC, DBVd, MVBa, and MBVb. The linearized calculations show excellent agreement with the benchmark results obtained with ILDM propagation as expected since this system is characterized by a long relaxation time, $\tau_2 = 1.5$ ps. Consequently, throughout the remainder of this paper, we present results calculated using the linearized approach, as this method requires considerably less computation to obtain converged and reliable results.
The left panel of Figure 3 presents the site population dynamics for the full eight state model of PC645 after initial excitation of the DBVc chromophore at $T = 294K$. Coherent beating of the populations of the DBVc and DBVd chromophores that form a strongly coupled dimer with closely spaced energies (see right panel of Figure 1) is observed beyond 400 fs. The populations of the other bilin chromophores in the complex, however, grow in more smoothly.14,17 The right panel of Figure 3 shows the dynamics of the absolute values of the main off-diagonal decoherence density matrix elements in the site basis where we observe oscillation out to about 400 fs and constant plateau values beyond this time.14

A careful examination of the populations of the intermediate and peripheral chromophores (see bottom left panel of Figure 4 where we present the minor population data from the left panel of Figure 3 on an expanded scale) suggests that, even though the initial dimer sites are more or less equally populated by the coherent beating, the excitation evolves preferentially along one of the possible pathways through the chromophore sites of the complex. Thus, for example, the MBVb site population grows in much faster than that of the MBVa site, which is more widely separated in energy from the DBV dimer (see right panel of Figure 1). The significant population in MBVb preferentially feeds population to the PCBd158 and PCBc82 sites. The chromophores PCBc82 and PCbsd82 on opposite sites of the complex are very close in energy, and electronically coupled ($\sim 48 \text{ cm}^{-1}$), so we find that their populations, although small initially, grow in essentially on top of one another and, just like the DBV dimer, they too show evidence of early cooperative coherent beating. The population in either of these two sites is larger than that of the PCBc158 site that terminates the minor path running through the sites on the left-hand side of the site connectivity diagram in the right panel of Figure 1. Thus the paths running through the sites on the right-hand side of the connectivity diagram dominate in rapidly distributing excitation energy among the accessible chromophores.

In the Supporting Information, we present the results of model calculations that explore the different dynamics arising from the various pathways depicted in Figure 1 by selectively exciting the different MBVb and MBVa intermediate states initially.

In the upper panels of Figure 4, we plot the dynamics of various off-diagonal density matrix elements in the exciton basis defined by diagonalizing $H_S$. In this representation, the off-diagonal density matrix elements vanish on the decoherence time scale and thus show behavior that is more readily compared to the experimental signals than the site basis coherence results in the right panel of Figure 3.14 The dynamical behavior of the off-diagonal elements in the exciton basis thus gives a clearer picture of the decoherence time scales.

The results in Figure 4 were again obtained with chromophore DBVc initially excited. Those presented in the left-hand column were obtained from calculations that employed the full double peaked spectral density shown in the left panel of Figure 2. Results in the right-hand column of Figure 4, on the other hand, were obtained initially, grow in essentially on top of one another and, just like the DBV dimer, they too show evidence of early cooperative coherent beating. The population in either of these two sites is larger than that of the PCBc158 site that terminates the minor path running through the sites on the left-hand side of the site connectivity diagram in the right panel of Figure 1. Thus the paths running through the sites on the right-hand side of the connectivity diagram dominate in rapidly distributing excitation energy among the accessible chromophores.

In the Supporting Information, we present the results of model calculations that explore the different dynamics arising from the various pathways depicted in Figure 1 by selectively exciting the different MBVb and MBVa intermediate states initially.

In the upper panels of Figure 4, we plot the dynamics of various off-diagonal density matrix elements in the exciton basis defined by diagonalizing $H_S$. In this representation, the off-diagonal density matrix elements vanish on the decoherence time scale and thus show behavior that is more readily compared to the experimental signals than the site basis coherence results in the right panel of Figure 3.14 The dynamical behavior of the off-diagonal elements in the exciton basis thus gives a clearer picture of the decoherence time scales.

The results in Figure 4 were again obtained with chromophore DBVc initially excited. Those presented in the left-hand column were obtained from calculations that employed the full double peaked spectral density shown in the left panel of Figure 2. Results in the right-hand column of Figure 4, on the other hand, were obtained initially, grow in essentially on top of one another and, just like the DBV dimer, they too show evidence of early cooperative coherent beating. The population in either of these two sites is larger than that of the PCBc158 site that terminates the minor path running through the sites on the left-hand side of the site connectivity diagram in the right panel of Figure 1. Thus the paths running through the sites on the right-hand side of the connectivity diagram dominate in rapidly distributing excitation energy among the accessible chromophores.

In the Supporting Information, we present the results of model calculations that explore the different dynamics arising from the various pathways depicted in Figure 1 by selectively exciting the different MBVb and MBVa intermediate states initially.

In the upper panels of Figure 4, we plot the dynamics of various off-diagonal density matrix elements in the exciton basis defined by diagonalizing $H_S$. In this representation, the off-diagonal density matrix elements vanish on the decoherence time scale and thus show behavior that is more readily compared to the experimental signals than the site basis coherence results in the right panel of Figure 3.14 The dynamical behavior of the off-diagonal elements in the exciton basis thus gives a clearer picture of the decoherence time scales.

The results in Figure 4 were again obtained with chromophore DBVc initially excited. Those presented in the left-hand column were obtained from calculations that employed the full double peaked spectral density shown in the left panel of Figure 2. Results in the right-hand column of Figure 4, on the other hand, were obtained...
The exciton states are labeled e1 to e8, with increasing excitation energy. Excitons e7 and e8 are mainly composed of DBVc and DBVb, i.e., antisymmetric and symmetric linear combinations of the DBV sites, though they also contain small contributions from the other bilin sites. The time dependence of the off-diagonal coherence matrix elements (here plotted as $|\rho_{ij}^{exe}|$) in the exciton basis displayed in the upper left panel of Figure 4 shows evidence of long-lived quantum coherent dynamics of the DBV+,DBV− coherent superposition state that is initially excited in the experiments (see Supporting Information for details). The magnitude of the off-diagonal density matrix element, $|\langle DBV_+ | DBV_- \rangle|$ (i.e., $|\langle e7 | e8 \rangle|$) is related to the contribution of this coherence to the signal that is probed in nonlinear optical spectroscopy experiments, and our calculations with the full spectral density thus give a time scale for decay of this quantum coherence of ~400 fs, reproducing the basic features observed in the experimental results. The other coherences displayed in this figure, e.g., $|\langle e6 | e7 \rangle|$, which are dominated by the MBV−−DBV+ linear combination, similarly show persistence of coherent beats between these states that involve sites separated by large distances (~25 Å) in these complexes. The relaxation times of the amplitudes of the off-diagonal density matrix elements computed in the exciton basis provide reasonable estimates of the decoherence times obtained in the photon echo experiments. The relationship between observed decoherence times and representation has been discussed in the context of photosynthetic light harvesting elsewhere (in preparation).

The upper right panel in Figure 4 shows the same exciton coherence elements but now computed for a spectral density that contains only the high frequency component. For the results of the calculation reported in the right-hand column of Figure 4, the magnitude of the high frequency part of the spectral density has been adjusted to maintain the value of the solvent reorganization energy of the fully structured spectral density. Thus $J_{\text{high}}(\omega) = 4\lambda_0^{\text{DBVc}}/(\omega^2 + 1)$. We see that the decoherence time scale for the $|\langle e7 | e8 \rangle|$ coherence, for example, in the presence of only this high frequency bath component is a factor of 2 faster than that for the full spectral density (upper left panel), suggesting that low frequency modes may play a significant role in extending decoherence times in these systems as speculated in earlier work.5,14,16,17 The results presented in this figure, however, indicate that the other exciton coherence elements, e.g., $|\langle e6 | e7 \rangle|$, or $|\langle e5 | e7 \rangle|$, etc., have decoherence times that are insensitive to removing the low frequency component of the spectral density (see Supporting Information for details). Also in the Supporting Information, we present the real and imaginary parts of $\rho_{II}^{exe}$ and observe the effects of the different bath characteristics on this example coherence density matrix dynamics.

In the bottom panels of Figure 4 we compare the site population dynamics for the same runs whose exciton coherences are displayed in the top panels. The time dependence of the site populations give information about the rate at which the excitation is delocalized throughout the network from the initially excited strongly coupled dimer states to the peripheral sites at the edge of the network. The lower left panel shows site populations for the full structured spectral density, including low and high frequency modes, while in the right panel we present the...
site populations including only the high frequency component of the spectral density having removed the low frequency modes and renormalized as outlined above.

Comparing the site population results presented in the lower left panel for the full double peaked spectral density with those in the lower right panel obtained with just the broad higher frequency peak, we see that the presence of the low frequency modes that prolong the exciton coherence lifetime as we saw above actually slows the rate of excitation energy transfer out to the peripheral chromophores. This is clearly seen, for example, for the low energy coupled dimer states PCBc82 and PCBd82, which, in the presence of only the high frequency part of the spectral density (bottom right panel), grow in at about twice the rate of the same sites when the full spectral density is employed (bottom left panel). It is interesting to note, in contrast, that the rate of growth of the populations of intermediate or “conduit” states, e.g., the MBVb site, are apparently not effected much by removing the low frequency peak in the spectral density.

In order to directly explore the effect of the initially prepared coherent superposition of DBV dimer states on the rate of energy transfer to the peripheral chromophore acceptor states, we ran exploratory calculations with a Hamiltonian in which the DBV dimer states were replaced by a single state with excitation energy that was the mean of the DBV site energies and which had the same coupling strengths to the rest of the chromophore network and to the environment. In Figure S we compare the populations of the peripheral acceptor chromophores as functions of time computed in the presence of the fully coherently coupled DBV dimer states (solid curves), with the populations obtained when the DBV dimer is replaced by a single “mean state” where there can be no initially excited coherence. From the figure it is apparent that the principle intermediate MBVb state builds up slightly more population in the absence of coherence (dashed magenta curve) and so it passes on slightly less population to the PCB acceptor states. Thus it is apparent that the presence of the initially excited coherent superposition of DBV dimer states does enhance the energy transfer rate to these peripheral PCB acceptor states, though the effect is very slight. Note, for example, that the solid gold, black and purple curves (with coherent Hamiltonian structure) are slightly above the associated dashed curves (without coherent Hamiltonian structure) at longer times.

To explore the influence of system—environment coupling strength on excitation energy transfer rates between chromophores in the PC645 light harvesting network, we conducted a series of calculations in which we varied the solvent reorganization energy with the fully structured model spectral density at $T = 294$ K. In Figure 6 we display the time-dependent site populations for different chromophores in the network. The apparently ubiquitous behavior observed in the various panels of this figure shows an optimization of asymptotic population with varying solvent reorganization parameters measured in multiples of $\lambda = 260$ cm$^{-1}$. For the initially occupied dimer state, DBVc, (upper left panel) for example, we see that the coherently oscillating trace for solvent reorganization energy $= \lambda$ arrives at about 0.35 at $t = 0.5$ ps. As the reorganization energy is increased to $5\lambda$, however, the coherent oscillation gives way to overdamped relaxation, and the population arrives finally at a value of 0.3. For higher reorganization energy values (e.g., 10, 20, and $50\lambda$), the terminal population of this initial state steadily increases as the efficiency of energy transfer to the surrounding network of chromophores decreases with the increased coupling to the environment. Thus the energy transfer from the donor states is found to be optimized at about $5\lambda$.

Of course an opposite, maximization trend with solvent reorganization energy is observed for the populations of the peripheral acceptor chromophores in the remaining panels of Figure 6. For example, in the lower right panel we see that the terminal population of the PCBc82 chromophore increases as the reorganization energy is increased from 0 to $10\lambda$. Beyond this, however, the terminal population decreases by more than a factor of 2 as the solvent reorganization is increased to $50\lambda$. Depending on their location and role in the network, different chromophores show terminal maximization of population at different values of the solvent reorganization energy. For example, the intermediate MBVb chromophore (upper right panel of Figure 6) shows coherent population oscillation at zero coupling, then maximizes at very low values of solvent reorganization energy around $0.3\lambda$ and subsequently decreases by nearly a factor of 5 as the solvent reorganization is increased to $50\lambda$.

This type of optimization behavior with increasing system bath coupling strength has been observed in simple models of light harvesting networks treated with approximate analytic theories, for example, in the work of Plenio and co-workers,19,29–31 and others. These authors describe this behavior in terms of the ideas underlying stochastic resonance phenomena: For a pair of sites whose static excitation energies are separated by $\epsilon_{\alpha,\beta}$ with small electronic coupling $\Delta_{\alpha,\beta}$, say, if the solvent reorganization energy is weak, the fluctuations in the site energies driven by the bath dynamics will be small compared to the electronic excitation energy gap and there will be little population transfer. As the system—bath coupling is increased and the fluctuations in site energies become on the order of the static excitation energy gap there will be many times when the fluctuations drive the site energies into resonance and the finite electronic coupling will lead to appreciable population transfer and maximization of the energy transfer rate between the sites for some value of system—bath coupling. At stronger system—bath coupling still, the larger fluctuations in site energies drive the system out of resonance more often, and we see a decrease in population transfer in the network. The fact that the results presented in Figure 6 reveal precisely these signatures of stochastic resonance behavior in this
realistic, non-Markovian model with an accurate treatment of the quantum dynamics is suggestive that the simple ideas underlying the phenomenon of stochastic resonance are robust in determining the optimization behavior of these nanostructured quantum dynamical light harvesting network systems.

With the model system—bath Hamiltonian and the fully structured spectral density including low and high frequency peaks we observe long-lived coherent beating between initially excited coupled chromophore dimer states that decays on a decoherence time scale that is consistent with experimental results for the PC645 system. Due to asymmetry in the energy gap structure of the model employed in these studies, excitation energy initially flows down only one side of the harvesting complex but, due to the presence of a resonant coupled dimer accessed at low energy, the excitation is still able to delocalize and explore both sides of the complex as a result of an "effective 'coherent short circuit'" arising from this low energy resonant coupled dimer.

Our study varying the shape of the spectral density while keeping the overall solvent reorganization energy fixed in this model shows that removing low frequency modes from the model double peaked spectral density can cause more rapid decoherence of the beating between the initially prepared superposition of excited states. In this system, however, we find that the changes in the spectral density outlined above, in which we remove the low frequency peak and couple the remaining high frequency modes more strongly to the system to preserve the overall solvent reorganization energy that leads to the observed more rapid decoherence, also result in faster dissipation of the initial excitation and lead to more rapid deposition of excitation in the peripheral chromophore states. Thus in this model, more rapid decoherence and dissipation brought about by appropriate engineering of the spectral density actually enhances the efficiency of energy transfer in the network.

Our studies in which we re-engineer the model system Hamiltonian, $H_S$, replacing the initial coherently excited dimer structure by a single "mean state", thus removing even the possibility of initially excited coherence, show that there is very little difference in the ability of the model network to transfer excitation energy to its peripheral states in the presence or absence of coherently excitable structures in the model system Hamiltonian. We thus conclude that, at least for this model of PC645 with its independent, uncorrelated baths for the different chromophores, the coherence that is initially excited in the experiments plays only a small role in the energy transfer properties of the network.

Finally our realistic model calculations and accurate treatment of dynamics have verified the importance of stochastic resonance behavior in this model quantum network. We have seen that different chromophores that play different roles in the network, e.g., intermediates, barrier states, states involved in energy cascades through the network, resonantly coupled dimer quantum communication channel states, and so forth, exhibit different stochastic resonance optimization environmental parameter values. This observation suggests that the local protein environment around different chromophores may be tuned to influence network throughput in controllable ways. Combining these effects arising from stochastic resonance phenomena, with the potential for building in correlated environmental motions by local
mutation, for example, may provide ways to effectively engineer environments in these quantum energy transport networks to enhance desired properties.

One of the most important features of the linearized, or iterative linearized scheme used to perform the calculations outlined in this paper is that these approaches can, in principle, handle arbitrary model Hamiltonians and spectral densities. As we have demonstrated, structure in the spectral density can have a significant effect on decoherence times and quantum network energy transfer properties in the parameter ranges appropriate for photosynthetic systems. These methods are already proving to be invaluable tools for analyzing the behavior of these complex networks and providing an understanding of how they might be engineered to enhance their desired functionality.
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