
Light-Matter Interaction Hamiltonians in Cavity Quantum Electrodynamics
Michael A.D. Taylor,1, a) Arkajit Mandal,2, b) and Pengfei Huo3, 1, c)
1)Institute of Optics, Hajim School of Engineering, University of Rochester, Rochester, New York, 14627,
U. S. A.
2)Department of Chemistry, Texas A &M University, College Station, TX 77842,
U. S. A.
3)Department of Chemistry, University of Rochester, 120 Trustee Road, Rochester, New York 14627,
U. S. A.

CONTENTS

I. Introduction 1

II. Cavity QED Hamiltonians 2
A. The Minimal Coupling Hamiltonian 2
B. The Dipole Gauge Hamiltonian 2
C. Asymptotically Decoupled Hamiltonian 3

III. QED Hamiltonians in Truncated Hilbert
Spaces 4
A. Dipole and Coulomb Gauge Hamiltonians 4
B. Properly Truncated Coulomb Gauge

Hamiltonian 5
C. Polarized Fock-State Hamiltonian 6
D. Truncation of Photonic Mode for the

Coulomb and Dipole Gauges 9
E. Generalization of Truncation Scheme

Beyond the Long-Wavelength
Approximation 10

IV. Model Hamiltonians in Quantum Optics 10

V. Connection and difference with the
Floquet Theory 11

VI. Generalized Hamiltonians For Many
Molecules and Modes 13
A. Generalized Dipole-Gauge Hamiltonian 14
B. Generalized Tavis-Cummings Hamiltonian 15

VII. Conclusions and Outlook 15

Conflict of Interest 16

Data Availability 16

Acknowledgments 16

A. Review of Molecular Hamiltonians 16

B. Review of Quantum Electrodynamics 18

C. Derivation of Baker–Campbell–Hausdorff
Identity 19

a)Electronic mail: michael.taylor@rochester.edu
b)Electronic mail: mandal@tamu.edu
c)Electronic mail: pengfei.huo@rochester.edu

I. INTRODUCTION

Recent progress in enabling new chemical reactivi-
ties by strongly coupling molecular systems to quantized
radiation1–12 has stimulated theoretical developments in
molecular quantum electrodynamics13–29. In particular,
light-matter interactions beyond the weak-strong cou-
pling regime, such as the ultra-strong coupling28 (USC)
and the deep-strong coupling30 (DSC) regime, are cur-
rently an active field of theoretical research13,18,20,30–37.
Such coupling regimes lead to new exciting physical phe-
nomena that cannot be described with the widely used
approximate light-matter Hamiltonians such as the Rabi
and Jaynes-Cumming Hamiltonians18,19,21,24,38 of quan-
tum optics. In this manner, it is crucial to strategically
choose which light-matter Hamiltonian to use to model
your system by understanding the different benefits and
shortcomings of each representation.

As this field of cavity quantum electrodynamics
(cQED) is highly interdisciplinary drawing from both
quantum optics and physical chemistry, the appropriate
choice of Hamiltonian can be obfuscated for those new
to the field. Often, the relationships between Hamilto-
nians and exact levels of approximation consequentially
become unclear. In this review, we seek to put in one
place all the major gauges and representations commonly
used in the field in one place with detailed derivations
that relate them to each other, helping to bridge the gap
between quantum optics and physical chemistry.

This review is organized such that exact Hamiltoni-
ans for matter coupled to a single mode are initially in-
troduced, and the following three sections layer on ap-
proximations, going all the way to the semiclassical ap-
proximation. As such, Sect. II introduces different forms
of the full Hilbert space Hamiltonian, derived from the
fundamental Minimal Coupling Hamiltonian. Then, in
Sect. III, the truncation of the full Hilbert space is consid-
ered, with discussions of the various methods for address-
ing the gauge ambiguities caused by such projections. In
Sect. IV, the simplified quantum optics models are dis-
cussed and benchmarked relative to the truncated matter
Hamiltonians. Then, Sect. V provides a brief compari-
son of cQED methods with Floquet theory, which is un-
der the semiclassical approximation. Using insights from
this path, Sect. VI extends the formalism to more gen-
eralized forms of cQED Hamiltonians for systems with
many modes and many molecules. The future perspec-
tives and analysis are provided in Sect. VII.
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FIG. 1. Characteristic examples of polariton photochemistry.
(a) Schematic illustration of Rabi splitting due to strong cou-
pling for a single atom in a cavity. (b) Eigenspectra for a di-
atomic molecular system both outside and inside a cavity. (c)
Properties of a formaldehyde molecule inside a cavity, demon-
strating more complex polariton eigenspectra and changes in
transition densities due to the cavity.39

II. CAVITY QED HAMILTONIANS

Before directly discussing various exact cavity QED
Hamiltonians, we define the formalism used in the rest of
the review for the two primary degrees of freedom (DOF)
covered in this review, namely the molecular Hamilto-
nian and the photonic Hamiltonian. Following this brief
overview of these independent Hamiltonians, the rest of
this section focuses on different representations of QED
Hamiltonians that describe light-matter interactions: the
minimal coupling Hamiltonian (Sect. II A), the dipole
gauge Hamiltonian (Sect. II B), and the assymptotically
decoupled Hamiltonian (Sect. II C).

We begin by defining the matter Hamiltonian and the
corresponding total dipole operator as follows

ĤM = T̂+V̂ (x̂) =
∑
j

1

2mj
p̂2
j+V̂ (x̂); µ̂ =

∑
j

zjx̂j , (1)

where j is the index of the jth charged particle (includ-
ing all electrons and nuclei), with the corresponding mass

mj and charge zj . In addition, x̂ ≡ {x̂j} = {R̂, r̂} with

R̂ and r̂ representing the sets of nuclear and electronic
coordinates, respectively, p̂ ≡ {p̂R, p̂r} ≡ {p̂j} is the
mechanical momentum operator as well as the canonical
momentum operator, such that p̂j = −iℏ∇j . Further,

T̂ = T̂R + T̂r is the kinetic energy operator, where T̂R

and T̂r represent the kinetic energy operator for nuclei
and for electrons, respectively, and V̂ (x̂) is the poten-
tial operator that describes the Coulombic interactions
among electrons and nuclei. For a more in-depth review
of molecular Hamiltonians, see Appendix A.

The cavity photon field Hamiltonian under the single
mode assumption is expressed as

Ĥph = ℏωc

(
â†â+

1

2

)
=

1

2

(
p̂2c + ω2

c q̂
2
c

)
, (2)

where ωc is the frequency of the mode in the cavity, â†

and â are the photonic creation and annihilation opera-
tors, and q̂c =

√
ℏ/2ωc(â

†+ â) and p̂c = i
√

ℏωc/2(â
†− â)

are the photonic coordinate and momentum operators,
respectively. Choosing the Coulomb gauge, ∇ · Â = 0,
the vector potential becomes purely transverse Â = Â⊥.
Under the long-wavelength approximation,

Â = A0

(
â+ â†

)
= A0

√
2ωc/ℏ q̂c, (3)

where A0 =
√

ℏ
2ωcε0V ê for a Fabry–Pérot cavity, with

V as the quantization volume inside the cavity, ε0 as the
permittivity, and ê is the unit vector of the field polar-
ization. For a more in-depth review of quantum optics
and QED, see Appendix B.

A. The Minimal Coupling Hamiltonian

The minimal coupling QED Hamiltonian in the
Coulomb gauge (the “p ·A” form) is expressed as

Ĥp·A =
∑
j

1

2mj
(p̂j − zjÂ)2 + V̂ (x̂) + Ĥph, (4)

where p̂j = −iℏ∇j is the canonical momentum operator
for the jth particle.
We further introduce the Power-Zienau-Woolley

(PZW) gauge transformation operator40,41 as

Û = exp
[
− i

ℏ
µ̂ · Â

]
= exp

[
− i

ℏ
µ̂ ·A0

(
â+ â†

)]
, (5)

or Û = exp
[
− i

ℏ
√

2ωc/ℏµ̂A0q̂c
]
= exp

[
− i

ℏ (
∑

j zjÂx̂j)
]
.

Recall that a momentum boost operator Ûp = e−
i
ℏp0q̂

displaces p̂ by the amount of p0, such that ÛpÔ(p̂)Û†
p =

Ô(p̂ + p0). Hence, Û is a boost operator for both the

photonic momentum p̂c by the amount of
√
2ωc/ℏµ̂A0,

as well as for the matter momentum p̂j by the amount

of zjÂ. The PZW gauge operator (Eqn. 5) is a special

case of Ûχ, such that χ = −x̂j · Â. Using Û† to boost
the matter momentum, one can show that

Ĥp·A = Û†ĤMÛ + Ĥph, (6)

hence Ĥp·A can be obtained31 by a momentum boost with

the amount of −zjÂ for p̂j , then adding Ĥph.

B. The Dipole Gauge Hamiltonian

The QED Hamiltonian under the dipole gauge (the
“d · E” form40,42) can be obtained by performing the
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PZW transformation on Ĥp·A as follows

Ĥd·E = ÛĤp·AÛ
† = Û Û†ĤMÛ Û

† + ÛĤphÛ
† (7)

= ĤM + ℏωc(â
†â+

1

2
) + iωcµ̂ ·A0(â

† − â) +
ωc

ℏ
(µ̂ ·A0)

2,

where we have used Eqn. 6 to express Ĥp·A, and the
last three terms of the above equation are the results of
ÛĤphÛ

†. Using q̂c and p̂c, one can instead show that

Ĥd·E = ĤM +
1

2
ω2
c q̂

2
c +

1

2
(p̂c +

√
2ωc

ℏ
µ̂A0)

2, (8)

because the PZW operator boosts the photonic momen-
tum p̂c by

√
2ωc/ℏµ̂A0. The term ωc

ℏ (µ̂A0)
2 is com-

monly referred to as the dipole self-energy (DSE).
The widely used Pauli-Fierz (PF) QED Hamilto-

nian17,21,39,43–50 in recent studies of polariton chemistry
can be obtained by using the following unitary transfor-
mation

Ûϕ = exp

[
−iπ

2
â†â

]
. (9)

Note that Ûϕâ
†âÛ†

ϕ = â†â, ÛϕâÛ
†
ϕ = iâ, and Ûϕâ

†Û†
ϕ =

−iâ†, applying Ûϕ on Ĥd·E, we have the PF Hamiltonian
as follows

ĤPF = ÛϕĤd·EÛ
†
ϕ (10)

= ĤM + ℏωc(â
†â+

1

2
) + ωcµ̂ ·A0(â+ â†) +

ωc

ℏ
(µ̂ ·A0)

2

= ĤM +
1

2
p̂2c +

1

2
ω2
c

(
q̂c +

√
2

ℏωc
µ̂ ·A0

)2
The above PF Hamiltonian has the advantage as a
pure real Hamiltonian and the photonic DOF can be
viewed21,43 and computationally treated51,52 as an ad-
ditional “nuclear coordinate”.

We emphasize that both the operators as well as the
wavefunctions should be Gauge transformed (though

Û), in order to have a Gauge invariant expectation values.
This means that

Ô → Û ÔÛ†, |Ψ⟩ → Û |Ψ⟩, (11)

such that ⟨Ô⟩ = ⟨Ψ|Ô|Ψ⟩ = (⟨Ψ|Û†)(Û ÔÛ†)(Û |Ψ⟩).
This argument also applies to the photon number op-

erator, which means that it should also be gauge trans-
formed in order to provide a physical result.18,20 Under
the Coulomb gauge, it is defined as

N̂p·A = â†â =
1

2ℏωc
p̂2c +

ωc

2ℏ
q̂2c −

1

2
(12)

Under the dipole gauge, it should be

N̂d·E = Û â†âÛ† = Û â†Û†Û âÛ† ≡ d̂†d̂, (13)

=
1

2ℏωc
(p̂c +

√
2ωc

ℏ
µ̂A0)

2 +
ωc

2ℏ
q̂2p·A − 1

2

where d̂† = Û â†Û† =
√

ωc

2ℏ Û(q̂c − i
ω p̂c)Û

† =
√

ωc

2ℏ [q̂c −
i
ω (p̂c+

√
2ωc/ℏµ̂A0)]. For the PF Hamiltonian, the pho-

ton number operator should be

N̂PF = ÛϕÛ â
†âÛ†Û†

ϕ = (ÛϕÛ â
†Û†Û†

ϕ)(ÛϕÛ âÛ
†Û†

ϕ) ≡ ĉ†ĉ

=
1

2ℏωc
p̂2c +

ωc

2ℏ
(q̂c +

√
2

ℏωc
µ̂ ·A0)

2 − 1

2
, (14)

where

ĉ† = ÛϕÛ â
†Û†Û†

ϕ =

√
ωc

2ℏ
[
(q̂c +

√
2ωc

ℏ
µ̂A0))−

i

ωc
p̂c
]
,

(15)
and the physical number operator is then

N̂ = ÛϕÛ â
†âÛ†Û†

ϕ = ĉ†ĉ ̸= â†â. (16)

This has been pointed out extensively in the previous
reference, and recently in Ref. 18,20. Using the incorrect
expression â†â under the dipole gauge will overestimate
the actual photon number, causing inaccurate and mis-
leading results.

C. Asymptotically Decoupled Hamiltonian

While the Coulomb and dipole gauges are by far the
most common representations for light-matter couplings,
in recent works, the Asymptotically Decoupled Hamilto-
nian was introduced to increase the simulation accuracy
for models with arbitrarily strong coupling strengths35,53.
We begin by rewriting Ĥp·A from Eq. 4 in its expanded
form,

Ĥp·A = ĤM + ℏωcâ
†â+

p̂ ·A0

m
(â† + â) +

|A0|2

2m
(â† + â)2,

(17)
where the zero point energy of the photonic mode is omit-
ted for simplicity. Then we perform a Bogoliubov trans-
formation on the photonic degrees of freedom to rewrite
Ĥp·A as,

Ĥp·A = ĤM + ℏΩb̂†b̂− xΩg · p̂(b̂† + b̂), (18)

where Ω =
√
ω2
c + 2N |g|2 is the dressed photon fre-

quency with a particle number N, g = qA0

√
ωc/mℏ is

the coupling strength, and xΩ =
√

ℏ/mΩ is a character-
istic length. The Bogoliubov transform used in Eqn. 18

is of the form, b̂ + b̂† =
√

Ω/ωc(â + â†) to remove the

linear term in (â+ â†) from Eqn. 17.

Recall that a position shift operator, Ûq = e−
i
ℏ q0p̂

displaces q̂ by the amount q0, such that ÛqÔ(q̂)Û†
q =

Ô(q̂ + q0). With this in mind, a shift operator in both
photonic and matter coordinates is introduced, which
transforms Eq. 18 into the AD representation.

ÛAD = exp

{[
− i

ℏ
ξg · p̂π̂

]}
(19)
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FIG. 2. Block diagram describing the relationships between
various Hamiltonians discussed in this article. Hamiltonians
in the top row have poor matter state convergence properties.
Hamiltonians in the second row have poor Fock state conver-
gence properties. Hamiltonians in the bottom row have good
matter and Fock state convergence properties.

where π̂ = i(b̂† − b̂) is the photonic momentum in the
Bogoliubov transformed space and ξg = gxΩ/Ω is an
effective coupling parameter in the AD representation.
This leads to the introduction of the AD Hamiltonian,

ĤAD = Û†
ADĤp·AÛAD,

ĤAD =
∑
j

1

2mj
p̂2
j + V̂ (x̂j + ξgπ̂)+ℏΩb̂†b̂−

∑
j

ℏ2g2

mjΩ2
p̂2
j

(20)
By rescaling the mass of each particle to an effective
mass, meff

j = mj [1 + 2|g/ωc|2], this Asymptotically De-
coupled Hamiltonian is then simplified to,

ĤAD =
∑
j

1

2meff
j

p̂2
j + V̂ (x̂j + ξgπ̂) + ℏΩb̂†b̂ (21)

This is simply a photonic Hamiltonian added to a matter
Hamiltonian with an effective mass scaling in the kinetic
energy and a shift in coordinates in the potential en-
ergy. Note that the coupling is mediated by the shifting
of each xj by the photonic operator weighted by an ef-
fective coupling term ξg. However, |ξg(g)| has a finite
peak and then asymptotically approaches zero for large
|g|. In other words, in this representation the photonic
and matter degrees of freedom asymptotically decouple
at arbitrarily high coupling strength. For this reason, this
representation was put forward as a convenient Hamilto-
nian when considering systems in the deep strong cou-
pling regime and beyond.

This AD Hamiltonian has also been expanded upon in
recent work for solid-state materials in reciprocal space
in Ref. 53, but is beyond the scope of this review as we
are focused on molecular QED.

III. QED HAMILTONIANS IN TRUNCATED HILBERT
SPACES

Investigating the cavity QED computationally always
requires a truncation of electronic states applied to the
QED Hamiltonians31,33, as the electronic Hilbert space
in principle has an infinite basis size for any real sys-
tem. Additionally, as these matter electronic states are
often difficult to obtain, one typically projects the QED
Hamiltonian to a few physically relevant electronic states,
which can still produce accurate results in the low en-
ergy regime. However, when dealing with strong light-
matter coupling, the manner in which the truncation of
the Hilbert space is performed drastically changes the
accuracy and consequentially the convergence of results
with basis size. As such, this section reviews the re-
cent literature results on truncating the Hilbert space
of these QED systems. Sects. IIIA and III B discuss
two different ways to truncate the matter DOF of the
dipole and Coulomb gauge Hamiltonians from Sects. II A
and IIB. Then, Sect. III C discusses a new representa-
tion of the light-matter coupling in a truncated Hilbert
space, the polarized Fock state (PFS) Hamiltonian. Fi-
nally, Sects. IIID and III E briefly discuss how perform-
ing truncations applies for more general systems with
many modes and beyond the long-wavelength approxi-
mation, respectively (Note that the full descriptions for
these generalized systems are found in Sect. VI).
To accurately illustrate the performance of different

truncated QED Hamiltonians, we test the accuracy of
the Hamiltonians discussed in this review on a model
molecular system inside a cavity. Fig. 3 shows the po-
tential energy surfaces, diabatic potentials and dipole
matrix elements of the model system that we use to
benchmark these Hamiltonians, the so-called Shin-Metiu
proton-transfer model system. This Shin-Metiu model
molecular system54 contains two fixed ions, one moving
electron and a proton (whose position is R), all interact-
ing with each other through modified Coulombic poten-
tials.

A. Dipole and Coulomb Gauge Hamiltonians

We begin with the simplest case of matter truncation.
Consider a finite subset of electronic states {|α⟩}, where
the projection operator P̂ =

∑
α |α⟩⟨α| defines the trun-

cation of the full electronic Hilbert space 1̂r = P̂ + Q̂ to
the corresponding subspace P̂. This truncation reduces
the size of the Hilbert space from originally 1̂r⊗ 1̂R⊗ 1̂ph

to now P̂ ⊗ 1̂R ⊗ 1̂ph, where 1̂R and 1̂ph represent the
identity operators of the nuclear and photonic DOF, re-
spectively. The truncated matter Hamiltonian is

ĤM = P̂ĤMP̂ = P̂T̂P̂ + P̂V̂ (x̂)P̂. (22)

Throughout this review, we use calligraphic symbols
(such as ĤM) to indicate operators in the truncated
Hilbert space.
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FIG. 3. Shin-Metiu model molecular system. (a) Potential
energy surfaces of the first four molecular states. (b) Diabatic
potentials (dashed curves) Vd·E(R) (red) and VA(R) (blue),
with diabatic coupling VAD (gold). (c) Matrix elements of µ̂ in
the adiabatic representation (solid) µgg (green), µee (orange),
and µeg (light blue), as well as in the diabatic representation
(dashed curves) µd·E (red) and µA (blue).

The simplest way to then write the QED Hamiltoni-
ans from Sects. IIA and IIB in this truncated subspace
would then be to truncate each matter operator by P̂.
Truncating the momentum operator and dipole operator
as P̂p̂jP̂ and P̂µ̂P̂, the QED Hamiltonians under the
truncated subspace are commonly defined as

Ĥ′
p·A = P̂Û†ĤMÛ P̂ + Ĥph (23a)

= ĤM + Ĥph +
∑
j

(
− zj
mj

P̂p̂jP̂Â+
z2j Â

2

2mj

)
Ĥd·E = ĤM + Ĥph + iωcP̂µ̂P̂A0(â

† − â) (23b)

+
ωc

ℏ
(P̂µ̂P̂A0)

2.

Note that Ĥ′
p·A = P̂Ĥp·AP̂ = P̂Û†ĤMÛ P̂ + Ĥph. It is

well known that the above two Hamiltonians do not gen-
erate the same polariton eigenspectrum31,33,37,55–59 un-
der the ultra-strong coupling regime28, explicitly break-
ing down the gauge invariance. This leads to the gauge

ambiguity33,60,61 as to which Hamiltonian, Ĥ′
p·A or Ĥd·E,

is viable to compute physical quantities when applying
P̂. This is attributed33,52 to the fact that Ĥ′

p·A usually
requires a larger subset of the matter states to converge
or generate consistent results with Ĥd·E, and apparently,
under the complete basis limit, they are gauge invariant
(see Figs. 4(a)-(d)). Further, this fundamentally differ-

ent behavior of Ĥ′
p·A and Ĥd·E upon state truncation is

also attributed to the fundamental asymmetry of the op-
erators p̂ and µ̂ =

∑
j zjx̂j

33. Fig. 4(a)-(d) shows these
convergence properties of both the dipole and Coulomb
gauge Hamiltonians, demonstrating that for this Shin-
Metiu model system, Ĥ′

p·A requires 9x more matter states

to converge (see panels (c) and (d)).
Performing the same truncation scheme, the PF

Hamiltonian in the truncated electronic basis, ĤPF =

ÛθĤd·EÛ
†
θ = ĤM + ÛθÛĤphÛ†Û†

θ , is expressed as

ĤPF = ĤM + Ĥph + ωcP̂µ̂P̂ ·A0(â+ â†) +
ωc

ℏ
(P̂µ̂P̂ ·A0)

2

= ĤM +
1

2
p̂2c +

1

2
ω2
c (q̂c +

√
2

ℏωc
P̂µ̂P̂ ·A0)

2 (24)

Note that Ûθ is only a function of the photonic DOF, thus
it does not bring any matter operator that was originally
confined in P̂ to Q̂. Therefore, ĤPF provides consistent
results with Ĥd·E, ensuring that there are no ambiguities
between Ĥd·E and ĤPF.

B. Properly Truncated Coulomb Gauge Hamiltonian

Ref. 36 contends that this gauge ambiguity between
the Coulomb and dipole gauges emerges because the P̂Û†

and Û P̂ in Ĥ′
p·A (Eq. 23a) do not consistently constrain

light-matter interaction operators in the same electronic
subspace as those corresponding operators in Ĥd·E. In-
deed, all light-matter interaction operators in Ĥd·E are
completely constrained in the subspace P̂. Meanwhile,
for Ĥ′

p·A, the corresponding light-matter interaction op-

erators are not properly contained in P̂, such that some of
them enter the subspace Q̂ = 1̂r−P̂, and as is the case for
Û P̂ = (P̂ + Q̂)Û P̂. It is also apparent by examining the

diamagnetic term z2j Â
2/2mj in Ĥ′

p·A that it is effectively

evaluated in the full space31,33 1̂r (based on the Thomas-
Reiche-Kuhn sum rule), hence is not properly confined in

P̂. This diamagnetic term overestimates what it should
be in the subspace31,33, and by confining it within P̂, the
results can be significantly improved31. Similarly, using
P̂Û P̂31,55 does not resolve this gauge ambiguity either.
Based on the above conjecture, the gauge ambiguity

in the truncated electronic subspace will be resolved by
defining the following unitary operator

Û = exp
[
− i

ℏ
P̂µ̂P̂ · Â

]
≡ exp

[
− i

ℏ
µ̃(x̂, p̂) · Â

]
, (25)

such that all terms in Û =
∑∞

n=0
1
n! (−

i
ℏ )

n(P̂µ̂P̂)nÂn are

properly confined within the subspace P̂, and upon gauge
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transformation, all light-matter interaction operators are
now consistently confined in P̂ for both gauges. Here, Û
is defined analogously to the PZW gauge operator Û in
the full space (Eq. 5), and P̂µ̂P̂ ≡ µ̃(x̂, p̂) in principle
is a function of both x̂ and p̂, due to the finite level
projection that ruins the locality of x̂31,62. Further, Û is
a unitary transformation operator in the P̂ subspace and
the identity operator in the subspace of 1̂r−P̂, such that
we still have Û Û† = 1̂r ⊗ 1̂R ⊗ 1̂ph = Û Û†. Using Û , one
can define the following Coulomb gauge Hamiltonian36

Ĥp·A = Û†ĤMÛ + Ĥph, (26)

analogously to Ĥp·A in Eq. 6 in the full space. One

can then formally show that Ĥp·A (Eq. 26) and Ĥd·E
(Eq. 23b) are related through Û (Eq. 25) as follows

ÛĤp·AÛ† = ĤM + ÛĤphÛ† = Ĥd·E. Note that to es-
tablish the last equality, we have used the fact that
ÛĤphÛ† = Û( 12ω

2
c q̂

2
c + 1

2 p̂
2
c)Û† = 1

2ω
2
c q̂

2
c + 1

2 (p̂c +√
2ωc/ℏP̂µ̂P̂A0)

2. Thus, we have formally demon-
strated that the gauge ambiguities between the Coulomb
and dipole gauge Hamiltonians can be resolved for an
arbitrary matter-cavity hybrid system, under the same
level of electronic state truncation.

To further present an equivalent yet convenient Ĥp·A
for molecular cavity QED, we use the electronic states as-
sociated with the electronic Hamiltonian Ĥel = ĤM−T̂R,
where T̂R is the nuclear kinetic energy. The adiabatic
electronic states |α(R)⟩ are the eigenstates of Ĥel through

Ĥel|α(R)⟩ = (T̂r + V̂ )|α(R)⟩ = Eα(R)|α(R)⟩. Using

P̂ =
∑

α |α(R)⟩⟨α(R)|, the projected electronic Hamil-

tonian is Ĥel = P̂ĤelP̂ =
∑

αEα(R)|α⟩⟨α|. Alterna-
tively, diabatic electronic states63–66 {|φ⟩, |ϕ⟩} can be
obtained by the unitary transform63–67 from the adia-
batic states |α(R)⟩. The character of the diabatic states
do not depend on R, such that ⟨φ|∇R|ϕ⟩ = 0. With

P̂ =
∑

φ |φ⟩⟨φ|, Ĥel = P̂ĤelP̂ =
∑

φ Vφφ(R)|φ⟩⟨φ| +∑
φ̸=ϕ Vφϕ(R)|φ⟩⟨ϕ|, where Vφϕ(R) = ⟨φ|Ĥel|ϕ⟩ is a di-

abatic matrix element of Ĥel.
By splitting the matter Hamiltonian as ĤM = T̂R +

Ĥel, then the resulting molecular QED Hamiltonian in
this gauge is,

Ĥp·A = Û†P̂T̂RP̂Û + Û†P̂Ĥel(p̂r, x̂)P̂Û + Ĥph (27)

=
∑
j∈R

1

2mj
P̂
(
p̂j −∇jµ̃Â+ P̃j

)2P̂ + Û†ĤelÛ + Ĥph,

where the sum over j only includes nuclei, µ̃ ≡
P̂µ̂P̂, and P̃j represents the residue momentum P̃j ≡
1
2

(
i
ℏ
)2
[µ̃Â, [µ̃Â, p̂j ]] + .... In the above expression, we

did not specify the choice of P̂, which could be either
adiabatic or diabatic. Under the limiting case when
A0 = 0 or µ̃ · Â = 0, both the −∇jµ̃Â and P̃j terms

become 0, and Û† = Û → P̂ ⊗ 1̂R ⊗ 1̂ph. Thus, un-

der a such limit, Ĥp·A → ĤM + Ĥph; hence, the matter
and the cavity becomes decoupled. When using adiabatic

states for the truncation, one can show that66,68 P̂p̂2
j P̂ =

(p̂j − iℏ
∑

α,β d
j
αβ |α⟩⟨β|)2, where dj

αβ ≡ ⟨α|∇j |β⟩ is the
well known derivative couplings. Besides these adiabatic
derivative couplings, the light-matter interaction also in-
duced additional “derivative”-type couplings, −∇jµ̃Â

and P̃j , regardless of the electronic representation used

in constructing P̂. When using the Mulliken-Hush di-
abatic states64,69 which are the eigenstates of the µ̃ ≡
P̂µ̂P̂ operator, such that µ̃ =

∑
ϕ µϕ|ϕ⟩⟨ϕ|, one can

prove that P̃j = 0 for all nuclei. This is because that

∇jµ̃ =
∑

ϕ ∇jµϕ|ϕ⟩⟨ϕ|, thus both µ̃Â and [µ̃Â, p̂j ] be-
come purely diagonal matrices, hence all of the higher
order commutators in Û†p̂jÛ become zero, resulting in

P̃j = 0 for j ∈ R.
As expected, this Properly Truncated Coulomb Gauge

Hamiltonian is now gauge invariant. This leads to equiv-
alent results to the d·E Hamiltonian under the same
level of truncation. Additionally, it preserves the fa-
vorable Fock state convergence behavior of the Coulomb
Gauge Hamiltonian. Consequently, it requires fewer mat-
ter and Fock states than either of the Hamiltonians
discussed above. This convergence behavior is demon-
strated numerically in Fig. 4(e) for the Shin-Metiu molec-
ular model.

C. Polarized Fock-State Hamiltonian

The Polarized Fock-State Hamiltonian takes advantage
of the disappearance of P̃j when the Hamiltonian is ex-
pressed in the Mulliken-Hush diabatic basis to form an
equivalent Hamiltonian that provides additional physical
intuition. In this representation, the matter Hamiltonian
can be expressed as

ĤM = T̂R +
∑
ϕ

Vϕ(R) |ϕ⟩⟨ϕ|+
∑
ϕ ̸=φ

Vϕφ(R) |ϕ⟩⟨φ| (28)

where Vϕ(R) represents the diabatic potentials, Vϕφ(R)
represents the diabatic coupling. The PF Hamiltonian in
Eqn. 10 under the |ϕ⟩ basis is expressed as

ĤMH
PF =Û†

µĤPFÛµ (29)

=ĤM +
p̂2c
2

+
∑
ϕ

ω2
c

2

(
q̂c + q0ϕ(R)|ϕ⟩⟨ϕ|

)2
,

where q0ϕ(R) =
√

2
ℏωc

A0 · µϕ(R), µϕ is eigen-dipole

value for |ϕ⟩, and Ûµ is the unitary operator that changes
the basis to the eigenbasis of µ̂. We notice that the pho-
ton field is described as displaced Harmonic oscillator
that is centered around −q0ϕ(R). This displacement can
be viewed as a polarization of the photon field due to the
presence of the molecule-cavity coupling, such that the
photon field corresponds to a non-zero (hence polarized)
vector potential, in contrast to the vacuum photon field.
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The interaction term in Eq. 29 is the Hamiltonian of a
displaced Harmonic oscillator and has the following eigen
relations.

1

2

[
p̂2c + ω2

c (q̂c + q0ϕ(R))2
]
|nϕ(R)⟩ (30)

≡ (b̂†ϕb̂ϕ +
1

2
)ℏωc|nϕ(R)⟩ =

(
nϕ +

1

2

)
ℏωc|nϕ(R)⟩,

where the polarized Fock state (PFS) |nϕ(R)⟩ ≡ |nϕ⟩ is
the Fock state of a displaced Harmonic oscillator, with

the displacement −q0ϕ = −
√

2
ℏωc

A0 · µϕ(R) specific to

the diabatic state |ϕ⟩ such that |nϕ⟩ = e−i(−q0ϕ)p̂/ℏ|n⟩ =
eiq

0
ϕp̂/ℏ|n⟩, and nϕ = 0, 1, 2...,∞ is the quantum num-

ber for the PFS. Further, b̂†ϕ = (q̂′ϕ + ip̂)/
√
2 and b̂ϕ =

(q̂′ϕ − ip̂)/
√
2 are the creation and annihilation opera-

tors of the PFS |nϕ⟩, with the photon field momentum
operator p̂ and polarized photon field coordinate oper-
ator q̂′ϕ = q̂ + q0ϕ(R). Compared to the vacuum’s Fock

state |n⟩, these PFS depends on the diabatic state (or
more generally, the eigenstate of µ̃) of the molecule, and
the position of the nuclei (through the R dependence
in µϕ(R)). Due to the electronic state-dependent na-
ture of the polarization, the PFS associated with dif-
ferent electronic diabatic states become non-orthogonal,
i.e., ⟨nϕ|mφ⟩ ≠ δϕφ. Under the special case of the atomic
cavity QED, the PFS representation reduces to the qubit-
shifted Fock basis {|n+⟩, |m−⟩}, which has been used to
solve the polariton eigen-spectrum for the quantum Rabi
model70–73 throughout the entire range of light-matter
coupling and derive the generalized rotating-wave ap-
proximation70,71,74. These non-orthogonal Fock states
and their overlap ⟨m−|n+⟩ have shown to effectively cap-
ture the light-matter interactions in a quantum Rabi
model.70,71

To express the Hamiltonian in the PFS representation,
the PF Hamiltonian (Eq. 29) undergoes a unitary shift

operator (similar to a polaron transformation15), Ûpol of
the form,

Ûpol = exp


 i
ℏ
∑
ϕ

q0ϕ(R) |ϕ⟩⟨ϕ| p̂c

 (31)

such that it unshifts that displaced Harmonic oscillator
in Eq. 29 when applied to ĤPF. We then have the PFS
Hamiltonian as,

ĤPFS =Û†
polĤ

MH
PF Ûpol (32)

=Û†
polT̂RÛpol

+
∑
ϕ,nϕ

(
Vϕ(R) + (nϕ +

1

2
)ℏωc

)
|ϕ, nϕ⟩⟨nϕ, ϕ|

+
∑

nϕ,mφ,ϕ ̸=φ

⟨mφ|nϕ⟩Vϕφ(R)|ϕ, nϕ⟩⟨mφ, φ|.

Note that there is a finite coupling between the |ϕ⟩ state
with n photons and the |φ⟩ state withm photons through
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FIG. 4. Comparison of the polariton potential energy sur-
faces of the Shin-Metiu model generated from four differ-
ent QED Hamiltonians under different levels of truncation.
(a) Pauli-Fierz Hamiltonian with 2 matter states and 4 Fock
states. (b) Coulomb gauge Hamiltonian with 2 matter states
and 4 Fock states. (c) Pauli-Fierz Hamiltonian with 2 matter
states and 10 Fock states. (d) Coulomb gauge Hamiltonian
with 18 matter states and 6 Fock states. (e) Properly trun-
cated Coulomb gauge Hamiltonian with 2 matter states and
4 Fock states. (f) Polarized Fock state (PFS) Hamiltonian
with 2 matter states and 4 Fock states. This shows how the
latter two Hamiltonians require less matter and Fock states
to converge compared to the former two.

the ⟨mφ|nϕ⟩Vϕφ(R) term, which is the diabatic electronic
coupling Vϕφ(R) scaled by the overlap ⟨mφ|nϕ⟩ of the
PFS. Thus, instead of having an explicit light-matter in-
teraction term ωcA0 · µ̂(â† + â) (and the DSE) as shown
in Eqn. 10, these interactions are now carried through
⟨mφ|nϕ⟩Vϕφ(R).

Further, T̂R in this |ϕ, nϕ⟩ basis is given by

Û†
polT̂RÛpol =

1

2M

(
P̂− iℏ

∑
ϕ,nϕ,mϕ

dmϕnϕ
|ϕ,mϕ⟩⟨nϕ, ϕ|

)2
,

(33)

where dmϕnϕ
= ⟨mϕ|∇R|nϕ⟩ originated from the R-

dependence of PFS. Note that there is no non-adiabatic
couplings between states with different diabatic charac-
ters, since ⟨ϕ, nϕ|∇R|φ,mφ⟩ = ⟨nϕ|∇R|mφ⟩⟨ϕ|φ⟩ = 0
(because we assume that |ϕ⟩ and |φ⟩ are strict diabatic
basis), and they are orthogonal ⟨ϕ|φ⟩ = 0 for ϕ ̸= φ.
The polaritonic non-adiabatic coupling can be analyti-
cally evaluated as follows

⟨mϕ|∇R|nϕ⟩ = −1

ℏ
A0 ·∇Rµϕ(R)⟨mϕ|b̂† − b̂|nϕ⟩.

(34)
Thus, these terms couple off-resonant states that are sep-

arated by ℏωc through the (b̂† − b̂) term. This non-
adiabatic coupling is reminiscent of the vector potential
boost of matter momentum in the Coulomb gauge.
Intuitively, this PFS representation strives to improve

the Fock state convergence of the d·E Hamiltonian by us-
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FIG. 5. Comparison of the PFS Hamiltonian (red) energy eigenspectrum with that of the Coulomb (blue) and dipole (green)
gauge Hamiltonians for the Shin Metiu model at different R values (denoted at the top of each column). The top panels (a-d)
graph the eigenenergies of each Hamiltonian using 2 matter states and 4 Fock states against the exact (grey). The bottom
panels (e-h) plot the eigenenergies of the dipole gauge Hamiltonian vs. the PFS Hamiltonian at different R values with an
A0 = 0.15 and two matter states as a function of the number of Fock states used.

ing a shifted harmonic oscillator basis instead of the tra-
ditional Fock basis of the pure light Hamiltonian. This is
because the light-matter coupling itself causes a shift in
the photonic Hamiltonian (as shown in Eq. 30). Thus, a
shifted harmonic oscillator basis is a more natural basis
in which to represent this system. This leads to a sig-
nificant improvement in Fock state convergence over the
d·E Hamiltonian, as shown numerically in Fig. 4. Addi-
tionally, Fig. 5 shows in further detail the advantageous
convergence properties of the PFS representation com-
pared to Ĥd·E and Ĥ′

p·A.
In fact, this PFS representation is equivalent to

the properly truncation Coulomb gauge Hamiltonian in
Eq. 27. To see this, we first look at how Ûθ rotates q̂c:

Û†
θ q̂cÛθ =

√
ℏ
2ωc

(Û†
θ âÛθ + Û†

θ â
†Ûθ) = − p̂c

ωc
(35)

This relation directly leads to,

Û†
µÛ

†
θ ÛÛθÛµ = Û†

µÛ
†
θ exp

[
− i

ℏ

√
2ωc

ℏ
µ̂ ·A0q̂c

]
ÛθÛµ

= Û†
µ exp

[
i

ℏ

√
2

ℏωc
µ̂ ·A0p̂c

]
Ûµ (36)

= exp

 i
ℏ
∑
ϕ

√
2

ℏωc
µϕ ·A0 |ϕ⟩⟨ϕ| p̂c

 = Ûpol

With the properties shown in Eqs. 35 and 37, we can di-
rectly show that ĤPFS and Ĥp·A differ only by a change
in basis for the matter Hilbert space and a phase rotation
in the photonic Hilbert space by the following relation-
ship:

ĤPFS = Û†
polĤ

MH
PF Ûpol = Û†

pol(Û
†
µĤPFÛµ)Ûpol (37)

= Û†
pol(Û

†
µ[Û

†
θ Ĥd·EÛθ]Ûµ)Ûpol

= (Û†
µÛ

†
θ Û

†ÛθÛµ)(Û†
µ[Û

†
θ Ĥd·EÛθ]Ûµ)(Û†

µÛ
†
θ ÛÛθÛµ)

= Û†
µÛ

†
θ Û

†Ĥd·EÛÛθÛµ

= Û†
µÛ

†
θ Ĥp·AÛθÛµ

Note that [Ûθ, Ûµ] = 0 since they act on different degrees

of freedom. In this way, ĤPFS and Ĥp·A are intrinsi-
cally related. It follows naturally that they would have
very similar convergence properties. Consequentially, in
the full basis limit, the PFS representation is equivalent
to the p·A Hamiltonian. This is shown in the following
section.

Figure 2 summarizes the relationships between all the
Hamiltonians discussed thus far.
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D. Truncation of Photonic Mode for the Coulomb and
Dipole Gauges

All the Hamiltonians previously discussed in this re-
view are under the single mode approximation; however,
many types of cavities such as the Fabry–Pérot cavity has
a infinite number of quantized modes (see Sect. VI). It
is then pertinent to consider how to truncate this many-
mode Hilbert space to a more computable space with a
small finite number of modes. Whenever a truncation
occurs, the gauge invariance condition may become am-
biguous.

Although less ubiquitous than the gauge ambiguities
present under matter truncation, it should be noted that
the truncation of photonic modes also leads to gauge am-
biguities that can be resolved in a manner similar to the
process discussed in Sect. III B75. However, unlike in
the case of matter truncation, for mode truncation, the
dipole gauge Hamiltonian leads to ambiguities. To see
this, recall how Ĥp·A and Ĥd·E can be written in terms
of the PZW operator.

Ĥp·A =Û†ĤMÛ + Ĥph (38)

Ĥd·E =ĤM + ÛĤphÛ
†; (39)

however, now Ĥph =
∑∞

k=0 ℏωkâ
†
kâk, where âk is the

photonic annihilation operator for the kth mode.
It is convenient to define a projection operator, P̂(m),

that truncates this many-mode Hilbert space to an m-
mode Hilbert space.

P̂(m) = ÎM ⊗
(m−1⊗

k=0

∞∑
n=0

|nk⟩⟨nk|
∞⊗

k′=m

|0k′⟩⟨0k′ |
)
, (40)

where |nk⟩ is the nth Fock state in the kth mode and ÎM
is the identity operator for the matter Hilbert space.

For the case of matter truncation, it was argued that
to properly truncate polariton systems in a truncated
subspace, the pure matter and photonic operators should
be truncated first and then transformed with a properly
truncated PZW operator. As discussed in Ref. 75, the
same procedure must be used for mode truncation. In
this manner, the new m-mode PZW operator is,

Û (m) = e−
i
ℏ P̂(m)(µ̂·Â)P̂(m)

= exp

− i

ℏ
µ̂ ·

m−1∑
k=0

Ak(â
†
k + âk)

.
(41)

Now, if we formulate the equivalents to Eqs. 38-39 in
this m-mode subspace as,

Ĥp·A =Û†P̂ĤMP̂Û + P̂ĤphP̂ (42)

Ĥd·E =P̂ĤMP̂ + Û P̂ĤphP̂Û†, (43)

which always guarantees gauge invariant results through
Ĥd·E = ÛĤp·AÛ†. Now, we can find the Coulomb

gauge Hamiltonian under anm-mode truncation by using
Eq. 42:

Ĥ(m)
p·A = Û (m)†P̂(m)ĤMP̂(m)Û (m) + P̂(m)

∞∑
k=0

ℏωkâ
†
kâkP̂

(m)

= ĤM +

m−1∑
k=0

[
ℏωkâ

†
kâk +

p̂ ·Ak

m
(â†k + âk)

]
(44)

+
1

2m

[m−1∑
k=0

|Ak|(â†k + âk)
]2
.

Since ĤM is a pure matter operator, it is invariant
upon mode truncation and therefore commutes with P̂,
P̂(m)ĤMP̂(m) = ĤMP̂(m). In the case of a single mode
m = 1, Eq. 44 reduces to the well-known single-mode
minimal coupling Hamiltonian (see Eq. 4). Interest-

ingly, if we apply a simple mode truncation, Ĥ′(m)
p·A =

P̂(m)Ĥp·AP̂(m) has the same form of Eq. 44 up to a con-
stant that represents the zero-point energy of all modes.
Since the minimal coupling Hamiltonian is formed by

boosting the matter Hamiltonian, a naive mode trun-
cation has a minimal effect, only causing a zero-point
energy (ZPE) shift.

Ĥ′(m)
p·A = P̂(m)Ĥp·AP̂(m) (45)

= P̂(m)Û†ĤMÛ P̂(m) + P̂(m)
∞∑
k=0

ℏωkâ
†
kâkP̂

(m)

= ĤM +

m−1∑
k=0

[
ℏωkâ

†
kâk +

p̂ ·Ak

m
(â†k + âk)

]

+
1

2m

[m−1∑
k=0

|Ak|(â†k + âk)

]2
+ EP̂(m),

where E =
∑∞

k=n |Ak|2/2m is ZPE of the other projected

modes coming from P̂(m)(â†k + âk)
2P̂(m) = P̂(m) for k ≥

m (note that the only surviving term is P̂(m)âkâ
†
kP̂(m) =

P̂(m)). This is very different from what happens in the
case of a matter truncation.
Now, the Hamiltonian that fails under a simple mode

truncation is the dipole gauge Hamiltonian.

Ĥ′(m)
d·E = P̂(m)Ĥd·EP̂(m) (46)

= ĤM + P̂(m)Û
( ∞∑
k=0

ℏωkâ
†
kâk

)
Û†P̂(m)

= ĤM +

m−1∑
k=0

[
ℏωkâ

†
kâk + iωkAk · µ̂(â†k − âk)

]
+

∞∑
k=0

ωk

ℏ
(Ak · µ̂)2.

This procedure breaks the gauge invariance and gener-

ate different results from Ĥ(m)
p·A , because the dipole self-

energies for all the modes are still explicitly present, even
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for the modes k ∈ [m,∞] which are supposed to be pro-
jected away. Thus, the dipole gauge Hamiltonian should
be truncated using the scheme presented in Eq. 43,

Ĥ(m)
d.E = ĤM + Û (m)P̂(m)

( ∞∑
k=0

ℏωkâ
†
kâk

)
P̂(m)Û (m)†

(47)

=ĤM +

n−1∑
k=0

[
ℏωkâ

†
kâk + iωkAk · µ̂(â†k − âk) +

ωk

ℏ
(Ak · µ̂)2

]
.

This provides gauge invariant results with Eq. 45 and
reduces to the well-known single mode case (see Eq. 7)
when m = 1. In this manner, one should carefully con-
sider the proper manner of truncation even for mode
truncation.

E. Generalization of Truncation Scheme Beyond the
Long-Wavelength Approximation

In recent work76, a generalized scheme for resolving
gauge ambiguities beyond the long-wavelength approx-
imation and for arbitrary gauges. In this picture, the
matter is no longer approximated as a dipole and instead
must be described as a charge density function, ρ(x),

ρ̂(x, {r̂j}) =
∑
j

qjδ(x− r̂j), (48)

where j indexes over all charged particles of charge qj
and position r̂j and x is the global Cartesian coordinate
system. This charge density function is used to fix the
longitudinal (curl-free) component of the auxiliary polar-

ization field, P̂g(x, {r̂j}), such that

∇̂ · P̂g(x, {r̂j}) = −ρ̂(x, {r̂j}), (49)

and the transverse (divergence-free) component must
be defined for a given gauge, g. For example, in the
Coulomb gauge, P̂C

⊥ = 0 and in the multi-polar gauge
(the dipole gauge beyond the long-wavelength approxi-

mation), P̂mp
⊥ =

∑
j qj r̂j

∫ 1

0
ds δ⊥(x− sr̂j).

To transform between gauges, a more generalized
gauge transformation in terms of the polarization fields
is needed.

Ŵg)g′ = exp

[
i

ℏ

∫
dx

[
P̂g′

⊥ − P̂g
⊥

]
· Â(x)

]
, (50)

where Ŵg)g′ is a unitary operator that transforms an op-

erator from the gauge, g, to the gauge, g′, Â(x) is once
again the transverse component of the vector potential,
the explicit x, {r̂j} dependence is not written for brevity.
With this formalism, the light-matter Hamiltonian in

an arbitrary gauge, Ĥg, can now be written as

Ĥg = ŴC)gĤMŴ
†
C)g + Ŵmp)gĤphŴ

†
mp)g, (51)

Under the long-wavelength approximation, this result re-
duces to the relations shown in Eqs. 38 and 39. Similar to
the previous sections under the long-wavelength approx-
imation, transforming g −→ g′ follows the simple relation
Ĥg′ = Ŵg)g′ĤgŴg)g′ .
To resolve gauge ambiguities upon truncation, a simi-

lar process to the previous sections is performed. First,
the pure matter and the pure photonic Hamiltonians are
projected, HM −→ HM and Hph −→ Hph.

Then, the unitary operator, Ŵg)g′ is properly confined
in the truncated subspace. For the matter DOFs, the
argument in the exponential of Ŵg)g′ is no longer given
to be linear with {rj} with the relaxation of the long-
wavelength approximation. Due to this, the argument of
the exponential cannot be directly projected by P̂. In-
stead, Ŵg)g′ must be represented in terms of r̂j = P̂ r̂jP̂.
In this manner, the polarization field is projected in

terms of {r̂j} such that P̂g(x, {r̂j}) −→ P̂
g
(x, {r̂j}). For

the photonic DOFs, the mode truncation in this regime
is done in the same fashion as in the previous sec-
tion, where the vector potential is directly projected as

Â(x) −→ P̂Â(x)P̂ = Â(x). The gauge transformation in
the properly confined in the truncated subspace can then
be written as

Ŵg)g′ = exp

[
i

ℏ

∫
dx

[
P̂

g′

⊥ − P̂
g

⊥

]
· Â(x)

]
, (52)

where the (x, {r̂j}) dependence in P̂
g

⊥ is suppressed for
brevity.
Finally, the gauge invariant Hamiltonian for an arbi-

trary gauge, g, can be constructed using the properly
confined gauge transformation, Ŵg)g′ , as

Ĥg = ŴC)gĤMŴ†
C)g + Ŵmp)gĤphŴ†

mp)g. (53)

In this manner, even beyond the long-wavelength approx-
imation, gauge ambiguities can be resolved by carefully
representing all operators in terms of truncated coordi-
nate and momentum operators. In Ref.76, the formal
derivation of this method in the context of macroscopic
QED is provided at length.

IV. MODEL HAMILTONIANS IN QUANTUM OPTICS

In quantum optics, a two-level atom coupled to a sin-
gle mode in an optical cavity is a well-studied subject.
This leads to well-known model Hamiltonians, such as
the Rabi model and the Jaynes-Cummings model. Since
these two models are also widely used in recent investiga-
tions of polariton chemistry, here we briefly derive them
from the PF Hamiltonian.
We consider a molecule with two electronic states

ĤM = T̂ + Eg(R)|g⟩⟨g|+ Ee(R)|e⟩⟨e|, (54)

and the transition dipole is µeg = ⟨e|µ̂|g⟩. Note that the
permanent dipoles in a molecule µee = ⟨e|µ̂|e⟩, µgg =
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⟨g|µ̂|g⟩ are not necessarily zero, as opposed to the atomic
case where they are always zero. Hence, it is not always
a good approximation to drop them.

The Rabi model, however, assumes that one can ignore
the permanent dipole moments (PDM) and leads to the

dipole operator expression in the subspace P̂ = |g⟩⟨g| +
|e⟩⟨e| of

P̂µ̂P̂ = µeg(|e⟩⟨g|+ |g⟩⟨e|) ≡ µeg(σ̂
† + σ̂), (55)

where we have defined the creation operator σ̂† ≡ |e⟩⟨g|
and annihilation operator σ̂ ≡ |g⟩⟨e| of the electronic
excitation. The PF Hamiltonian (Eq. 10) in the subspace

P̂ thus becomes

ĤnoPDM = ĤM+Ĥph+ωA0·µeg(σ̂
†+σ̂)(â†+â)+ω(A0·µeg)

2.
(56)

Dropping the DSE (the last term) from Eq. 56 leads to
the Rabi Model

ĤRabi = ĤM + Ĥph + ωA0 · µeg(σ̂
† + σ̂)(â† + â). (57)

Dropping both the DSE and the counter-rotating terms
σ̂†â† and σ̂â leads to the well-known Jaynes-Cummings
(JC) Model77 as follows

ĤJC = ĤM + Ĥph + ωA0 · µeg(σ̂
†â+ σ̂â†). (58)

This Jaynes-Cummings Hamiltonian is used ubiqui-
tously across the field of quantum optics, from quantum
computing78 applications to fundamental physics experi-
ments79,80. For experimentalists and theorists alike, this
well-established Hamiltonian is appealing due to its sim-
plicity and intuitive physical interpretation. Eq. 58 can
be broken down and interpreted in four parts: ĤM is the
pure matter Hamiltonian, Ĥph is the pure light Hamilto-
nian, ωA0 · µegσ̂

†â represents absorption of a photon of
energy ω, and ωA0 ·µegσ̂â

† represents emission of a pho-
ton of energy ω. While in many cases this is a convenient
and adequate Hamiltonian for weak coupling strengths,
in chemically relevant coupling strengths (strong cou-
pling and beyond), this Jaynes-Cummings Hamiltonian
is no longer adequate.

To demonstrate the limitations due to the series of ap-
proximations in the Jaynes-Cummings Hamiltonian, we
compare it to three other two-level system Hamiltonians
to isolate the effect of a given approximation on the accu-
racy of the polaritonic eigenspectrum. Namely, we will
compare it to the Rabi Hamiltonian, the PF Hamilto-
nian without PDM (Eq. 56), and introduce a two-level
Pauli-Fierz Hamiltonian without DSE,

ĤnoDSE = ĤM + Ĥph + ωA0 · µ̂(â† + â). (59)

In Fig. 6, ĤnoPDM and ĤnoDSE are compared to the
Rabi and JC models. This helps explain which approxi-
mations lead to the various errors in the JC Hamiltonian
eigenspectrum, and provides some insight into why the
JC Hamiltonian tends to outperform the Rabi Hamilto-
nian even though the former has more approximations.
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FIG. 6. Comparison of the polariton potential energy sur-
faces of the Shin-Metiu model generated from four different
quantum optics model Hamiltonians with the full Pauli-Fierz
Hamiltonian plotted in the light gray lines. (a) Rabi Hamil-
tonian. (b) Jaynes-Cummings (JC) Hamiltonian. (c) Two-
level Pauli-Fierz Hamiltonian without the permanent dipole
moments (PDM). (d) Pauli-Fierz Hamiltonian without the
dipole self-energy (DSE).

Compared to the more rigorous two-level PF Hamilto-
nian, the JC Hamiltonian makes three additional approx-
imations: the neglection of DSE, the removal of PDM,
and the rotating-wave approximation.
As shown in Fig. 6(c), the removal of PDM leads to an

increase in the splitting at the various avoided crossings.
Then, removing the DSE (in panel (d)) causes a uniform,
R-dependent downward shift for all states. The combi-
nation of these approximations gives the Rabi model, as
seen in panel (a). The JC model comes from applying
the RWA on the Rabi model. By comparing panels (a)
and (b), we see that the RWA cancels some of the er-
rors induced by neglecting the DSE. Due to this partial
cancellation of errors, the JC model indeed provides more
accurate eigenspectra than the Rabi model in many cases.

V. CONNECTION AND DIFFERENCE WITH THE
FLOQUET THEORY

While this review focuses on cavity QED, another pop-
ular method for modeling light-matter interactions is Flo-
quet theory. For the sake of clarity, in this section, we
will briefly introduce Floquet theory and contrast it with
cavity QED to provide context as to the use cases for
each.
We start our analysis by expanding the minimal cou-

pling Hamiltonian in the Coulomb gauge from Eq. 4 for
a single electron (m = 1) in a potential,

Ĥp·A = ĤM − p̂ · Â+ Â2 + Ĥph, (60)

where in cavity QED, Â = eA0(â
†+ â) is proportional to

the coordinate operator for a quantum harmonic oscilla-
tor. Fig. 7(b) shows the structure of this Hamiltonian in
its matrix formalism.
Typically, Floquet theory is used to describe laser-

driven systems, and treats the light field classically (the
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FIG. 7. Comparison with Floquet Theory: Comparison of the
matrix formulation for (a) the time-dependent Schrödinger equa-
tion with Floquet theory from Eq. 63 and (b) time-independent
Schrödinger equation with the Coulomb Gauge Hamiltonian.81

infinite photon limit). Following the formalism of Ref. 81,

Ĥph is ignored and Â → A(t) = 2A0e sin(ωt) is now
the classical vector potential for a monochromatic plane
wave. The resulting Hamiltonian becomes,

ĤF
p·A(t) =ĤM +A2

0 − ℏ∇ · eA0(e
iωt − e−iωt) (61)

+
A2

0

2
(e2iωt + e−2iωt),

where p̂ = −iℏ∇ and the A2
0 term is just a zero point

energy that will be ignored going forward. Since in this
perspective light is just a classical, oscillating electro-
magnetic field with perfect periodicity, a time analog to
Bloch’s theorem can be used to express a state that sat-
isfies the time-dependent Schrödinger equation,

∣∣Ψα(t)
〉
,

in terms of static states, |ψα
n⟩ as,

∣∣Ψα(t)
〉
= e−iEαt

∞∑
n=−∞

einωt |ψα
n⟩ , (62)

where α indexes over the Floquet states, Eα is a
quasienergy, and ω is the driving frequency of the
EM field82. Using Eqs. 61-62, the time-dependent
Schrödinger equation in the Sambe space83 can be writ-

ten as,

Eα

∣∣Ψα(t)
〉
=

∞∑
n=−∞

[(
ĤM + nℏω

)
einωt

+ ℏ∇ · eA0

(
ei(n+1)ωt − ei(n−1)ωt

)
− A2

0

2

(
ei(n+2)ωt + ei(n−2)ωt

)]
|ψα

n⟩ .

(63)

The right hand side of this equation is an operator whose
structure is visualized in Fig. 7(a) with each block cor-
responding to a given n. The first term of Eq. 63 cor-
responds to the diagonal blocks, the second term corre-
sponds the light green off-diagonal blocks, and the third
term corresponds the light blue off-diagonal blocks.
It should be noted that this analysis is done in the

Coulomb gauge. A similar derivation can be done in
the dipole gauge, creating a Floquet equivalent to the
PF Hamiltonian shown in Eq. 10. The time-dependent
Schrödinger equation can then be written as,

Eα

∣∣Ψα(t)
〉
=

∞∑
n=−∞

[(
ĤM +

ℏ
ω
(A0e · µ̂)2 + nℏω

)
einωt

−A0µ̂ · e
(
ei(n+1)ωt + ei(n−1)ωt

)]
|ψα

n⟩ .

(64)

Because there is no A(t)2 term in this Hamiltonian, this
Hamiltonian is tridiagonal in the photonic DOF. This
significantly decreases the number of n blocks needed to
converge eigenspectrum of this Hamiltonian, making this
form more popular for modelling laser-driven systems. A
detailed matrix form of the Floquet Hamiltonian can be
found in Ref. 84, Chapter 9 (see Fig. 9.5).
Fundamentally, Floquet theory depends on the as-

sumption that the light field is strong enough that the
photon number is reaching the infinite limit. In that
limit, the matrix structure of Fig. 7(a) converges to that
of Fig. 7(b) upon rescaling A0 and subtracting a zero
point energy. As discussed in Ref. 85, the Floquet picture
in this limit can be thought of as the QED Hamiltonian
when considering a range of Fock states that are suffi-
ciently highly excited such that

√
n ≈

√
n+ δn, where δn

is the number of Floquet blocks considered. Thus, under
this limit of an intense field interacting with the matter,
Floquet theory is a natural choice for strongly driven
systems since numerical convergence can be reached for
a few Floquet blocks. However, in the few photon limit,
Floquet theory does break down, and the explicit QED
treatment is necessary. It also suggests that the funda-
mental difference between the Floquet picture and the
QED picture arises in the few photon limits. For ex-
ample, when the hybrid system quickly explores sev-
eral photon-dressed states |g, n + 1⟩ → |e, n⟩ through
light-matter coupling and |e, n⟩ → |g, n⟩ through non-
adiabatic coupling ⟨e|∇|g⟩, the system will explore the
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different photon number blocks, and the light-matter
coupling strength scales with

√
n due to the operator na-

ture of the coupling term (â† + â). The Floquet picture,
on the other hand, always exhibits the same light-matter
coupling strength. This difference between the QED and
Floquet pictures has been observed in a recent theoretical
study86.

VI. GENERALIZED HAMILTONIANS FOR MANY
MOLECULES AND MODES

The previous sections were chiefly concerned with
Hamiltonians under the long-wavelength approximation
and for a single photonic mode to more clearly demon-
strate the relations between different gauges and rep-
resentations. However, to accurately reproduce the re-
sults of experiments such as those with Fabry–Pérot cav-
ities,1–7,9,10,12,87–98 these approximations are no longer
adequate. In this manner, we must use generalized
Hamiltonians to model such systems, so building on the
formalism introduced in the previous sections, we use this
section as a practical example of creating Hamiltonians
that represent more complex systems. In doing so, many
modes coupled to many molecules are considered, and we
partially relax the long-wavelength approximation such
that Â is no longer spatially invariant while the mat-
ter interactions are still approximated as dipoles. Such
a Hamiltonian is necessary to describe many molecules
coupled to a Fabry–Pérot cavity, as depicted in Fig. 8a.
In that situation, we explicitly consider a 1-D array of
molecules.99 Several useful review articles related to this
topic can be found in Ref. 100.

In Fabry–Pérot cavities, the total wavevector of the
photon can be decomposed into a component that is per-
pendicular to the cavity mirror, which we denote as kz

kz =
nzπ

Lz
, nz = 1, 2, ...∞. (65)

The value of kz is explicitly quantized, due to the bound-
ary condition imposed by two mirrors, where Lz is the
distance between the two mirrors. In the literature,87,88

kz is often denoted as k⊥ because it is perpendicular to
both mirrors (not to be confused with the transverse com-
ponent of the field in Eq. B3a). There are two more de-
generate wavevectors, kx and ky, with their directions
parallel to the mirror, and are commonly denoted as k∥
in the literature (not to be confused with the longitudinal
component of the field, such as Eq. B2). Both kx and ky
are in principle, quasi-continuous because the boundary
length for the lateral directions (x and y in Fig. 8) are
generally much larger than the mirror distance Lz. The
cavity quantization volume is V = S ·Lz, where S repre-
sents the effective quantization area at which molecules
are coupled to the cavity. Using the experimentally mea-
sured ΩR and V, one can estimate how many molecules
N are effectively coupled to the cavity.87

Overall, this leads to many photonic modes that
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FIG. 8. (a) Schematic of many colinear molecules in a
Fabry–Pérot (FP) cavity. ês and êp are the unit vectors indi-
cating the directions of the s and p polarized components of
Ê⊥, respectively. (b) Schematic dispersion plot of the upper
and lower polariton states in a FP cavity (solid lines) as a
function of angle (θ) with the same physical parameters as
are used in Ref. 87. The dispersion plot of a completely un-
coupled system (dashed lines) is also shown to illustrate the
Rabi splitting.

can be energetically close to a matter state transi-
tion, such as electronic excitations87,99–105 or vibrational
excitations.2,4,10,91,98,106,107 For these cavities, the pho-
tonic dispersion relations are the same for both the trans-
verse electric (TE) and transverse magnetic (TM) po-
larizations, and experimentally, one can easily access
both105,108,109.
For simplicity, let us focus on the TE mode, and set

ky = 0. For a field propagation direction k (see Fig.8),
the total energy of the photon is

Eph(θ) = ℏωk =
ℏc
neff

√
k2z + k2x =

ℏc
neff

kz
√
1 + tan2 θ,

(66)
where c is the speed of the light, neff is the effective re-
fractive index inside the cavity, and θ is the angle of k
from the normal of the mirror (see Fig. 8a). This angle θ
is often referred to as the “incident angle” of the photon,
which is tan θ = kx/kz. When θ = 0, we have

Eph(0) =
ℏc
neff

kz ≡ ℏωc, (67)

where ωc is the photon frequency of the quantized direc-
tion (z-direction) in the cavity, used in the single mode
approximation of the cavity QED. Further, under the sin-
gle mode approximation (by setting kx = 0) the photonic
momentum k (or the field propagation direction) will be
perpendicular to the cavity mirror.
In principle, the Fabry–Pérot cavity has an infinite set

of possible kz that satisfy the mirror boundary condi-
tions (Eq. 65). Often, one only considers the kz that is
close to the matter excitation energy. However, when
Eph is much smaller than the matter excitation energy,
multiple modes that contain various kz (Eq. 65) in the
range of matter-energy and a given range of θ have to
be considered.101,104 In this review, we only consider the
case for a single kz (such that kz = π/Lz).
Note that for Fabry–Pérot cavities, ωk is polarization
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independent, so typically only the TM mode is consid-
ered. We emphasize that for a plasmonic cavity, Eq. 66
no longer always holds. For example, the plasmonic
cavity110,111 has a similar dispersion for the TM polar-

ization ωk,TM = c
neff

√
k2x + ( 2πax

)2, but a linear dispersion

for the TE mode ωk,TE = c
neff

( 2πax
± kx), where ax is the

lattice constant in the x-direction for the plasmonic lat-
tice and neff is the effective index of refraction of the
ambient material in the cavity. Due to this dependence
on polarization for the cavity dispersion with plasmonic
cavities, both polarizations must be considered for such
systems.110–115 However, for this section, we will focus
on Fabry–Pérot cavities. We refer the reader to Ref. 112
for further discussions on plasmonic cavities.

With the motivation of this model in mind, in this sec-
tion, we present first a generalized dipole-gauge Hamil-
tonian and then a more approximated generalized Tavis-
Cummings Hamiltonian.

A. Generalized Dipole-Gauge Hamiltonian

When considering cavities with many kx modes, the
energy eigenspectrum is typically visualized on a disper-
sion plot, where the eigenenergies are plotted as a func-
tion of kx. To find these kx-resolved energies and states,
the Hamiltonian in question needs to be truncated to the
set of modes with a given kx. This truncation is classified
by the projection operator,

P̂kx
= 1̂M ⊗

∑
ky,nkx,kz

∣∣nkx,kz

〉〈
nkx,kz

∣∣ , (68)

where 1̂M is the identity for all matter degrees of freedom,
and {

∣∣nkx,kz

〉
} are the Fock states for a given kx and kz.

To avoid gauge ambiguities, this mode truncation can be
performed as discussed in Ref. 75, where the P̂kx

enters
into the exponential of the PZW operator (See Eq. 41).
Then, for each kx, this truncated Hamiltonian is diag-
onalized to find the dispersion plots and corresponding
Hopfield116 coefficients as a function of kx.

To derive such a Hamiltonian, we start from the Min-
imal Coupling Hamiltonian (Eq. 4), following the frame-
work discussed in Ref. 117. It is convenient to rewrite this
Hamiltonian by grouping the matter particles into well-
separated molecules, where the intermolecular distances
are much longer than the intramolecular distances.

In such circumstances, we can write Â(x̂j) ≈ Â(x̄A) for
all particles, j, within the molecule, A, with the center
of mass, x̄A. This is a much less restrictive form of the
long-wavelength approximation, where now we are just
approximating that the field is slowly varying across a
given molecule, not the entire system. The total Hamil-

tonian is then written as

Ĥ
[N ]
p·A =

∑
k

ℏωkâ
†
kâk +

∑
A,j∈A

1

2mj
(p̂j − zjÂ(x̄A))

2

+ V̂ AA
coul +

∑
A̸=B

V̂ AB
coul , (69)

where {A,B} index over the molecules in the system
whose centers of mass are located at x̄A, {j} indexes

over each charged particle j in the molecule A, V̂ AA
coul is

the intramolecular Coulomb potential in molecule A, and
V̂ AB
coul is the intermolecular Coulomb potential between

molecules A and B.

Now to transform this into the dipole gauge, we use
the PZW operator (Eq. 5), but now with Â(x̄A) spa-
tially varying inside the cavity (but still approximated
as constant within a given molecule):

Â(x̄A) =
∑
k,n

√
ℏ

2ϵ0ωkV
ên

[
e−ik·x̄A â†k,n + eik·x̄A âk,n

]
(70)

where the general expression of the quantized electric
field E⊥ and magnetic field B̂ can be found in standard
QED textbooks (for example Refs. 41 and 117 or the
Appendix of Ref. 19) or in Appendix B.

The corresponding PZW gauge transform operator be-
comes a multi-centered PZW operator117,118 expressed as

ÛN = exp
[
− i

ℏ

N∑
A=1

µ̂A · Â(x̄A)
]
, (71)

which has specific centers of molecules x̄A. This ÛN is
still a boost operator on p̂j , since we are still assuming
that the individual molecules can be well described by

their dipoles, so ÛN p̂jÛ
†
N ≈ p̂j + qjÂ(x̄A). We can also

evaluate ÛN âkÛ
†
N as,

ÛN âkÛ
†
N = âk+

∑
A

i

√
ℏ

2ϵ0ωkV
ênµ̂A(R̂A)e

−ik·x̂A , (72)

where µ̂A(R̂A) is the dipole operator of molecule A with

the nuclear configuration R̂A.

Additionally, the phase rotation from Eq. 9 can be gen-
eralized for many modes as

Û
[N ]
ϕ = e−iπ

2

∑
k,n â†

k,nâk,n , (73)

where all the modes now experience a phase rotation.

Now, we can write our generalized dipole gauge Hamil-
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tonian in full space as,

Ĥ
[N ]
d·E = Û

[N ]
ϕ ÛN Ĥ

[N ]
p·AÛ

†
N Û

[N ]†
ϕ (74)

= ĤM +
∑
k,n

[
ℏωk(â

†
kâk +

1

2
)

+
∑
A

(√ωk

2
λk,n · µ̂A(RA)(âke

ik·xA + â†ke
−ik·xA)

+
∑
B

1

2
(λk,n · µ̂A(RA))(λk,n · µ̂B(RB))e

−ik·(xA−xB)
)]
,

where we introduced a coupling parameter for this more

complicated system, λk,n =
√

1
ϵ0V êk,n. While this is rig-

orous, its computational cost can quickly become enor-
mous. This can be seen by a simple basis size analy-
sis. For j molecules with l states and m modes with n
Fock states, the basis size scales as ljnm. Due to this
unfavorable exponential scaling, the generalized Tavis-
Cummings Hamiltonian is a useful approximation to sim-
ulate these systems.

B. Generalized Tavis-Cummings Hamiltonian

Intuitively, the generalized Tavis-Cummings (GTC)
Hamiltonian is to the generalized dipole gauge Hamil-
tonian as the Jaynes-Cummings Hamiltonian is to the
traditional dipole gauge Hamiltonian. In this manner,
there are a series of approximations from Eq. 74 to ob-
tain the GTC Hamiltonian. Namely, we first truncate
each molecule to the two-level approximation and remove
permanent dipole, such that the dipole operator for a
given molecule can be written as µ̂A = µeg

A σ̂x, where µ
eg
A

is the transition dipole moment between the ground and
excited states for the molecule A. Then, the dipole self-
energy terms (last line of Eq. 74) are entirely neglected.
Finally, the rotating wave approximation is performed
such that for the interaction terms become:√

ωk

2
λk,n · µ̂A(RA)(âke

ik·xA + â†ke
−ik·xA) → (75)√

ωk

2
λk,n · µeg

A (RA)(σ̂
†
Aâke

ik·xA + σ̂Aâ
†
ke

−ik·xA),

where σ̂A is the lowering operator for molecule A’s two
level system. This series then leads to an expression of
the GTC Hamiltonian,

ĤGTC = ĤM +
∑
k,n

[
ℏωk(â

†
kâk +

1

2
) (76)

+

√
ωk

2
λk,n · µeg

A (σ̂†
Aâke

ik·xA + σ̂Aâ
†
ke

−ik·xA)

]
The benefit of having this generalized Tavis-Cummings
model is that now it is trivial to run simulations in the
single excited subspace since different excitation levels

are now decoupled from each other. This drastically re-
duces the computational cost of modeling large systems.
Recently, studies involving this GTC Hamiltonian have
been able to shine new light on the experimentally found
dispersion plots87,88,119,120 (see Fig. 8(b)).
One such observed phenomenon that can be pre-

dicted by the GTC is the presence of collective “bright”
and “dark” states formed by the hybridization of each
molecule with each kx mode. Note that these terms refer
to the presence (or lack thereof) of photonic character
in the energy eigenstates of this system. By hybridizing
N singly excited molecular states with 0 photons with a
collective molecular ground state with a single photon,
N + 1 energy eigenstates are formed. The upper and
lower polaritons make up the two bright states, and the
other N − 1 states become dark states with no photonic
character, making them energetically degenerate (see flat
dashed line in Fig. 8(b)).

VII. CONCLUSIONS AND OUTLOOK

There has been a great deal of progress in the last
few years in understanding different representations and
gauges to model these cQED systems. In an effort to
summarize the many different approaches to this prob-
lem in one place, this review focuses on the various ways
to formulate cQED Hamiltonians for different levels of
approximation and applications.
Section II discusses three different representations to

express the cavity-matter hybrid system in full space.
It begins with the minimal coupling Hamiltonian in the
Coulomb gauge (Sect. II A), where the light-matter inter-
action is mediated through the matter momentum and
the photonic field’s vector potential. Then, the Power-
Zienau-Woolly (PZW) transformation is introduced un-
der the long-wavelength approximation (or equivalently
dipole approximation), and the dipole gauge and Pauli-
Fierz Hamiltonians (Sect. II B) are derived from the min-
imal coupling Hamiltonian. Finally, a new representa-
tion, called the Asymptotically Decoupled Hamiltonian,
is presented from the minimal coupling Hamiltonian and
its advantageous convergence properties are discussed
(Sect. II C).
In Section III, we go on to discuss complications that

ensue due to a finite truncation of the infinite Hilbert
space Hamiltonians in Section II and their corresponding
resolutions. When projecting the dipole gauge Hamil-
tonian (Sect. II B) and minimal coupling Hamiltonian
(Sect. II A) to a finite matter eigenbasis, the polariton
energies do not match, indicating that performing a sim-
ple projection breaks the gauge invariance (Sect. IIIA).
These gauge ambiguities can be understood since pro-
jecting the PZW operator looses its unitary property.
By properly truncating all operators, these ambiguities
can be resolved a so-called properly truncated Coulomb
gauge Hamiltonian is formed (Sect. III B). Building off
of this, by performing a change of basis and a phase
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rotation, the polarized Fock state representation can
be formed from this properly truncated Coulomb gauge
Hamiltonian, which for molecular systems can have
its eigenspectrum converge for a very small basis set
(Sect. III C). It has also been shown that truncating the
number of photonic modes also leads to gauge ambigui-
ties that can be resolved using a method similar to the
resolution for the matter DOFs (Sect. IIID). Addition-
ally, these gauge ambiguities have recently been resolved
for Hamiltonians beyond the long-wavelength approxi-
mation (Sect. III E).

Section IV then connects the rigorous cQED Hamilto-
nians from Sections II and III to the more commonly used
quantum optic models such as the Jaynes-Cummings
model and the Rabi model. This section, carefully dis-
cusses the different levels of approximations that each
model are under and compares the accuracy of each
model.

Additionally, Section V contrasts the cQED methods
discussed in this review with the commonly used Floquet
theory for laser driven media. This shows the limits in
which the cQED methods approach the Floquet picture,
as well as the reasons to use one method over another.

Since many experiments are done in Fabry–Pérot cavi-
ties, Section VI discusses the Hamiltonians used for such
systems. Since Fabry–Pérot cavities are made of flat
mirrors, they have a quasi-continuous spectrum of pho-
tonic modes and typically hold many molecules, so it is
helpful to use Hamiltonians that explicitly consider this.
This section discusses the generalized multi-center dipole
gauge Hamiltonian that considers many molecules as in-
dividual dipoles inside a cavity (Sect. VIA). Then, by
making a series of approximations, the generalized Tavis-
Cummings Hamiltonian is formulated, which can drasti-
cally reduce the computational cost of modeling these
very complex systems (Sect. VIB).

Even with the numerous recent advances in the field,
there are still many mysteries to be solved in polariton
chemistry. Typically, the first step in approaching these
challenges is to formulate the Hamiltonian to describe
the system. With a summary of the different represen-
tations, truncation schemes, and levels of approximation
in various cQED Hamiltonians, we hope that this review
will provide theorists with a full toolbox such that they
can fit the best method to their own application and start
unraveling the mysteries of the field.
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Appendix A: Review of Molecular Hamiltonians

Here, we briefly review some basic knowledge of the
molecular Hamiltonian, which will be useful for our dis-
cussions of molecular cavity QED. We begin by defining
the matter Hamiltonian as follows

ĤM = T̂+ V̂ (x̂) =
∑
j

1

2mj
p̂2
j + V̂ (x̂j), (A1)

where j is the index of the jth charged particle (including
all electrons and nuclei), with the corresponding mass,
mj , and canonical momentum, p̂j = −iℏ∇j . We denote
electronic coordinate with r̂, and nuclear coordinate with
R̂, and use x̂j ∈ {rj ,Rj} to represent either the electron
or nucleus, with x̂ being the coordinate operator for all
charged particles. Further, T̂ = T̂R + T̂r is the kinetic
energy operator for all charged particles, where T̂R and
T̂r represent the kinetic energy operator for nuclei and
for electrons, respectively. Further, V̂ (x̂) is the poten-
tial operator that describes the Coulombic interactions
among the electrons and nuclei. The electronic Hamilto-
nian is often defined as

Ĥel = ĤM − T̂R = T̂r + V̂ (x̂), (A2)

which includes the kinetic energy of electrons, electron-
electron interactions, electron-nuclear interactions, and
nuclear-nuclear interactions. The essential task of the
electronic structure community is focused on solving the
eigenstates of Ĥel at a particular nuclear configuration R
as follows

Ĥel|ψα(R)⟩ = Eα(R)|ψα(R)⟩, (A3)

where Eα(R) is commonly referred to as the αth potential
energy surface (PES) or adiabatic energy, and |ψα(R)⟩
is commonly referred to as the αth adiabatic electronic
state.

https://doi.org/10.26434/chemrxiv-2024-dklxd ORCID: https://orcid.org/0000-0002-8639-9299 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2024-dklxd
https://orcid.org/0000-0002-8639-9299
https://creativecommons.org/licenses/by/4.0/


17

In the adiabatic electronic basis {|ψα(R)⟩}, the matter
Hamiltonian can be expressed as66,68

ĤM =
1

2M

(
P̂−iℏ

∑
αβ

dαβ |ψα⟩⟨ψβ |
)2
+
∑
α

Eα(R)|ψα⟩⟨ψα|,

(A4)

where P̂ is the nuclear momentum operator, M is the
tensor of nuclear masses, and we have used the short-
hand notation |ψα⟩ ≡ |ψα(R)⟩, and dαβ is the derivative
coupling expressed as

dα = ⟨ψα(R)|∇R|ψα(R)⟩. (A5)

Note that the above equation is equivalent66,68 to the
commonly used form of the vibronic Hamiltonian

ĤM =− ℏ2

2M

∑
αβ

[
∇2

Rδαβ + 2dαβ · ∇R +Dαβ

]
|ψα⟩⟨ψβ |

+
∑
α

Eα(R)|ψα⟩⟨ψα|,

where Dαβ = ⟨ψα(R)|∇2
R|ψβ(R)⟩ is the second deriva-

tive coupling. A simple proof can be found in Ref. 18.
Later, we will see that the dipole operator plays an

important role in describing light-matter interactions, so
let us spend a bit of time to discuss the molecular dipole
operator. The total dipole operator of the entire molecule
is

µ̂ =
∑
j

zjx̂j , (A6)

where zj is the charge for the jth charged particle. The
matrix elements of the total dipole operators can be ob-
tained using the adiabatic states as

µαβ(R) = ⟨ψα(R)|µ̂|ψβ(R)⟩. (A7)

For α ̸= β, µαβ(R) is referred to as the transition dipole
between state |ψα⟩ and |ψβ⟩, while µαα(R) is commonly
referred to as the permanent dipole for state |ψα⟩.

It is often difficult to get accurate electronic states for
highly excited adiabatic states. It is thus ideal to consider
a Hilbert subspace of the electronic Hamiltonian. Con-
sidering a finite subset of electronic states {|ψα⟩} (see
Eq. A3) where there is a total of N matter states, one
can define the following projection operator

P̂ =

N∑
α=1

|ψα(R)⟩⟨ψα(R)|, (A8)

which defines the truncation of the full electronic Hilbert
space 1̂r = P̂ + Q̂ which has an infinite basis, to a sub-
space P̂ that contains a total of N states, where 1̂r is
the identity operator in the electronic Hilbert subspace
(the subspace containing all of the electron DOF) and

Q̂ = 1̂r − P̂ is the subspace being projected out.

Using the projection operator, one can define the
projected matter Hamiltonian (or the truncated matter
Hamiltonian) as follows

ĤM = P̂ĤMP̂ = P̂T̂P̂ + P̂V̂ (x̂)P̂. (A9)

Throughout this review, we use calligraphic symbols
(such as ĤM) to indicate operators in the truncated
Hilbert space.

One can also explicitly write the dipole operator in the
truncated Hilbert space as follows

P̂µ̂P̂ =

N∑
α=1

µαα(R) |ψα(R)⟩⟨ψα(R)| (A10)

+
∑
α̸=β

µαβ(R) |ψα(R)⟩⟨ψβ(R)|.

In the same truncated electronic subspace as defined by P̂
(Eq. A8), we can diagonalize the dipole matrix in Eq. A10
to obtain

P̂µ̂P̂ =

N∑
ν

µνν(R) |ϕν⟩⟨ϕν |, (A11)

where |ϕν⟩ is the eigenstate of the projected dipole oper-

ator P̂µ̂P̂ with

|ϕν⟩ =
N∑
α

cνα(R)|ψα(R)⟩, (A12)

and cνα(R) = ⟨ψα(R)|ϕν⟩.
The projection operator in Eq. A8 can also be ex-

pressed as

P̂ =

N∑
ν=1

|ϕν⟩⟨ϕν |, (A13)

which is simply a unitary transform of Eq. A8 (from the
|ψα(R)⟩-representation to the |ϕν⟩-representation).
In the literature, the eigenstates of P̂µ̂P̂, {|ϕν⟩},

are referred to as the Mulliken-Hush (MH) diabatic
states64,69,121–123, which are commonly used as approxi-
mate diabatic states that are defined based on their char-
acters. They are approximate diabatic states in the sense
that

⟨ϕν |∇R|ϕϵ⟩ ≈ 0; (A14)

hence, we drop the R-dependence in |ϕν⟩. Constructing
rigorous diabatic states (where the derivative coupling is
rigorously zero for all possible nuclear configurations) in
a finite set of electronic Hilbert spaces is generally impos-
sible, except for diatomic molecules. Recent theoretical
progress on diabatization can be found in Ref.67,124,125.
In the electronic subspace defined within the MH di-

abatic subspace using P̂ (Eq. A13), Ĥel (Eq. A2) has
off-diagonal (or “diabatic”) coupling terms

Vνϵ(R) = ⟨ϕν |Ĥel|ϕϵ⟩ =
∑
α

cν∗α (R)cϵα(R) ⟨ψα| Ĥel |ψα⟩

(A15)
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We can explicitly express the matter state projected

ĤM = T̂R +
∑
ν

Vνν(R) |ψν⟩⟨ψν |+
∑
ν ̸=ϵ

Vνϵ(R) |ψν⟩⟨ψϵ|.

(A16)
This is also the molecular Hamiltonian for any diabatic
representation.

Appendix B: Review of Quantum Electrodynamics

We provide a quick review of quantum electrodynam-
ics (QED).17,21 We begin by writing the electric field

as Ê(r) = Ê∥(r) + Ê⊥(r), with its longitudinal part

Ê∥(r) that is curl-free (irrotational), ∇ × Ê∥(r) = 0,

and the transverse part, Ê⊥(r), that is divergence-free

(solenoidal), ∇ · Ê⊥(r) = 0. The magnetic field is purely

transverse B̂(r) = B̂⊥(r), because it is divergence-free

∇ · B̂(r) = 0. These fields have spatial dependence, with
spatial coordinate r (not to be confused with the elec-
tronic coordinate operator, r̂).

In the context of cavity QED, most simulations are per-
formed in one of two gauges, either the Coulomb gauge41

or the dipole gauge,126–128 where the term “gauge” refers
to the specific representation of the vector potential Â.
Expressing Â = Â∥ + Â⊥, with its longitudinal part

Â∥ that is curl-free ∇ × Â∥ = 0, and the transverse

part Â⊥ that is divergence-free ∇ · A⊥ = 0. In princi-
ple, one can do gauge transformations that change the
longitudinal part Â∥, because the physically observed
quantities will not change (e.g. the magnetic field, since

B̂ = ∇ × Â = ∇ × Â⊥). One often refers to fixing

a gauge by choosing the value of ∇ × Â such that the
gauge transformation is effectively adding an additional
∇χ component to Â∥, which is purely longitudinal be-
cause when χ is a scalar function in space, ∇χ is curl-free
(∇×∇χ = 0).
When deriving QED from first principles, one often

uses the minimal coupling Hamiltonian in the Coulomb
gauge129 (See Eq. 4). From there, the electric-dipole
Hamiltonian can be found via a gauge transformation.
The commonly used Pauli-Fierz (PF) QED Hamilto-
nian17,21,43 (See Eq. 10) in recent studies of polariton
chemistry can be obtained by applying another gauge
transformation on the electric-dipole Hamiltonian. We
will further discuss the consequence of matter state trun-
cation on gauge invariance, the connection with the com-
monly used quantum optics model Hamiltonians, and
when they will break down in molecular QED.

When fixing a specific gauge, one defines the gauge-
dependent vector and scalar potentials for the electro-
magnetic field. By choosing the Coulomb Gauge (i.e. by
enforcing ∇ · A = 0) which makes the vector potential

purely transverse, Â = Â⊥, the Hamiltonian of point
charge particles (including both electrons and nuclei) in-
teracting with the electromagnetic field can be written

as follows41

Ĥ =

N∑
j

1

2mj

(
p̂j − qjÂ⊥(rj)

)2
+
ϵ0
2

∫
dr3Ê2

∥(r)

+
ϵ0
2

∫
dr3

[
Ê2

⊥(r) + c2B̂2
⊥(r)

]
, (B1)

where the sum includes both the nuclear and electronic
DOFs, rj and pj are the position and momentum of the
charged particle j, with the charge qj and mass mj . Fur-
ther, A⊥(r), E⊥(r) and B⊥(r) are the transverse vector
potential, electric field, and magnetic field, respectively.
The energy associated with E∥(r) (the second term in
Eqn. B1) is given by

ϵ0
2

∫
dr3Ê2

∥(r)

=
∑
j

q2j
2ϵ0(2π)3

∫
dk3

k2
+

1

8πϵ0

∑
i̸=j

qiqj
|x̂i − x̂j |

=
∑
j

ϵ∞j + V̂ (x̂) → V̂ (x̂). (B2)

Here, the first term
∑

j ϵ
∞
j in the third line of Eqn. B2 is

a time-independent infinite quantity that is referred to as
the self-energy (not to be confused with the dipole self-
energy), which can be regarded as a shift of the zero-point
energy130 and is dropped in the last line of the above
equation. In short, the Coulomb potential Vcoul(x̂) ≡
V (x̂) emerges from the longitudinal electric field.
The last term in Eqn. B1 is the energy associated with

the transverse fields Ê⊥(r) and B̂⊥(r). The general ex-

pressions for Â⊥(r), Ê⊥(r), and B̂⊥(r) are
41

Â⊥(r) =
∑
k

êk
ωk

√
ℏωk

2ε0V

(
âke

ik·r + â†ke
−ik·r

)
, (B3a)

Ê⊥(r) = i
∑
k

êk

√
ℏωk

2ε0V

(
âke

ik·r − â†ke
−ik·r

)
, (B3b)

B̂⊥(r) = i
∑
k

k×êk
ωk

√
ℏωk

2ε0V

(
âke

ik·r − â†ke
−ik·r

)
,

(B3c)

where â†k and âk are the raising and lowering operator of
the mode that has a wavevector of k ≡ (kx, ky, kz), and
they satisfy the canonical commutation relation41

[â†k, âk′ ] = δk,k′ · 1̂k. (B4)

â†k and âk are the creation and annihilation operators
of the photon, respectively, δk,k′ is the Kronecker delta,

and the frequency of mode k is ωj = c|k|. Here k = |k|k̂
aligns in the direction of the unit vector k̂ and êk ⊥ k̂ is
the polarization unit vector for Ê⊥(r) and Â⊥(r). The
polarization of the photonic field can be written as a lin-
ear combination of the transverse electric (TE) polariza-
tion, êk,TE, and the transverse magnetic (TM) polariza-
tion, êk,TM, in relation to a given interface and prop-
agation direction. The TE mode’s polarization, êk,TE,
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is defined as being perpendicular to the propagation di-
rection and parallel to the interface. The TM mode’s
polarization, êk,TM, is defined as being perpendicular to
both the propagation direction and the TE polarization.
For a given polarization, êk, the transverse electric field

is along êk and the magnetic field is along the k̂×êk di-
rection. For example, for the TM mode, the transverse
electric field polarization is along êk,TE and the trans-
verse magnetic field polarization is along −êk,TM.
When considering a planar Fabry-Pérot (FP) micro-

cavity, Â⊥(r), Ê⊥(r) and B̂⊥(r) satisfy the bound-
ary conditions and thus the wavevector k becomes
quantized41,130. For cavity mirrors imposing a boundary
condition along z direction (see Fig. 8), the z compo-
nent of the wavevector kz = n π

Lz
with n = 1, 2, 3... as a

positive integer. Note that kx and ky still remain quasi-
continuous variables. These are discussed in details in
Sect. VI.

Using the above expressions, the energy of the trans-
verse fields, i.e., the last term in Eqn. B1 is quantized as
follows

ε0
2

∫
V
dr3[E⊥

2(r) + c2B⊥
2(r)] =

∑
k

(
â†kâk +

1

2

)
ℏωk,

(B5)
where the spatial integral dr3 is done within the effec-
tive quantized volume V of the cavity. Thus, Eq. B1 is
quantized as

Ĥp·A =

N∑
j

1

2mj

(
p̂j − zjÂ⊥(x̂j)

)2

+ V̂ (x̂)

+
∑
k

(
â†kâk +

1

2

)
ℏωk. (B6)

This is commonly referred to as the “p ·A” or the min-
imal coupling QED Hamiltonian, in the sense that the
light and matter coupling is only carried through the
matter momentum and the vector potential of the field.
The minimal coupling structure in Eq. 4 comes naturally
due to the local U(1) symmetry of the EM field, which
is an Abelian gauge field.

Assuming that the size of the molecular system is much
smaller than the length of the cavity in the quantized
direction, which is commonly referred to as the long-
wavelength approximation, the transverse fields can be
treated as spatially uniform, i.e., eik·r ≈ 1, such that

Â⊥(r) ≈ Â⊥ =
∑
k

êk
ωk

√
ℏωk

2ε0V
(âk + â†k). (B7)

Appendix C: Derivation of Baker–Campbell–Hausdorff
Identity

For the Properly Truncated Coulomb Gauge Hamilto-
nian (see Sect. III B), the residual momentum, P̃j, and

the transformed electronic Hamiltonian, Û†ĤelÛ , must

be found by using the Baker–Campbell–Hausdorff (BCH)
Identity, which is of the form,

eÂB̂e−Â = B̂+[Â, B̂]+
1

2!
[Â, [Â, B̂]]+

1

3!
[Â, [Â, [Â, B̂]]]+· · · ,

(C1)

where Â and B̂ are arbitrary operators.

To derive this identity, we first define a function f̂(λ),

f̂(λ) = eλÂB̂e−λÂ, (C2)

where λ is a scalar parameter. With this formalism,

f̂(0) = B̂ and f̂(1) = eÂB̂e−Â. We can then write f(1)
by Taylor expanding about λ = 0,

f̂(1) = B̂ +

∞∑
n=1

1

n!

df̂n(λ)

dλn

∣∣∣∣∣
λ=0

(C3)

By using the commutation relation, [Â, exp(±λÂ)] = 0,

the first derivative of f̂(λ) can be expressed as,

df̂(λ)

dλ
=eλÂÂB̂e−λÂ + eλÂB̂(−Â)e−λÂ (C4)

=eλÂ[Â, B̂]e−λÂ.

By recursion the nth derivative becomes apparent. Since
the B̂ in Eq. C2 is any arbitrary operator, the nth deriva-
tive can be expressed in a similar manner to the first
derivative,

df̂n(λ)

dλn
= eλÂ

[
Â,

df̂n−1(0)

dλn−1

]
e−λÂ. (C5)

By evaluating Eq. C5 at λ = 0 for each n and inputting
the values into Eq. C3, we get,

f̂(1) = B̂+[Â, B̂]+
1

2!
[Â, [Â, B̂]]+

1

3!
[Â, [Â, [Â, B̂]]]+ · · · ,

(C6)
which perfectly agrees with the statement of the BCH
identity in Eq. C1.
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35Y. Ashida, A. İmamoğlu, and E. Demler, Phys. Rev. Lett. 126,
153603 (2021).

36M. A. D. Taylor, A. Mandal, W. Zhou, and P. Huo, Phys. Rev.
Lett. 125, 123602 (2020).

37A. Stokes and A. Nazir, Nat. Commun. 10 (2019),
10.1038/s41467-018-08101-0.

38F. J. Hernández and F. Herrera, J. Chem. Phys. 151, 144116
(2019).

39B. M. Weight, T. D. Krauss, and P. Huo, The Journal of
Physical Chemistry Letters 14, 5901 (2023), pMID: 37343178,
https://doi.org/10.1021/acs.jpclett.3c01294.

40E. A. Power and S. Zienau, Philos. Trans. Royal Soc. A 251,
427 (1959).

41C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg, Pho-
tons and Atoms: Introduction to Quantum Electrodynamics
(Wiley, 1997).
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